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Abstract

Concept of Mobile Ad-hoc Networks (MANETS) was brought ugeevfdecades ago with
assumed prosperous future. Unfortunately, we do not seg mactical applications
of them in real life. Security of MANETS is a big concern cafesied by investors and
industries, and hinders them from putting MANETS into apgiion. Requirements of
security, and difficulties to meet these requirements haea lstated clearly already; yet
solutions to these difficulties are not quite clear. Crypapiic technologies seem to
be capable of satisfying most of the requirements, whichbeas proved in Internet or
wired networks. However, most of the technologies, inaigdiymmetric and traditional
asymmetric cryptography (such as Public Key Infrastrie(@#Kl)), are inapplicable or
inconvenient to use in MANETS context. Identity-based Gogpaphy (IBC), as a special
form of asymmetric cryptography, carries many featuresresdting for MANETSs. IBC
has been studied a lot recently by researchers of MANET ggcaind many applications
have been proposed and claimed to address this difficultgmolHowever, it is still the
case that most of the solutions are not sound enough to baruagatactical MANET.

This thesis starts with an intensive survey on the propasialpplications of IBC in
MANETS, and points out the issues, limitations and weakeggs these proposals and
also in IBC itself. The thesis proposes a novel frameworkhkiy management and
secure routing scheme integrated aiming to address thggesis This scheme brings
these contributions: compared to symmetric key solutigri®gs more functionality de-
rived from asymmetric keys, and is more secure due to usittyri-broadcasting key
instead of only 1 group broadcasting key, and has less kestette per node due to using
asymmetric keys instead of pairwise symmetric keys; coepb#w traditional asymmet-
ric cryptography solutions, the storage and communicaggunirements are lower due to
IBC properties; compared to previous IBC solutions, it hakay management and se-
cure routing interdependency cycle problem. Security efgfoposed scheme is proved

Vi
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and performance of the scheme is simulated and analyzee ithéisis. To the end of a
complete solution for an arbitrary MANET running in an arary environment, the thesis
proposes enhancements to counter various attacks anc®pti@bate or eliminate lim-
itations and weaknesses of IBC. The proposed scheme hasaavige of applicability

for various MANETSs with little or no administrative overtgedepending on situations
where it is considered.

Vii
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Chapter 1

Introduction

1.1 Motivation

Mobile Ad-hoc Networks (MANETS) (the term Wireless Ad-hoetWorks is used in
the literature interchangeably) have been an active relsdapic for several decades.
The first stage of research was concentrated on efficientafmomof an ad-hoc network,
i.e. routing setup. Then many researchers realized thabwitassurance of security,
formation of a network is meaningless—the network can béyelaioken or taken over
by an adversary. During the last two decades, security of EBAdlhas gained more and
more attention.

Cryptography is a solution that can meet most of the secuveipirements. More
specifically, cryptographic solutions can be classified itwo categories—Symmetric
Key Cryptography and Asymmetric Key Cryptography. The ferrhas limited func-
tionality and cannot provide a complete solution by itseKmong the latter, Public
Key Infrastructure (PKI) is a most poplar solution in wiredtworks. Unfortunately,
in MANETS, there are many difficulties or barriers that impegpplication of PKI to
MANETs. About 10 years ago, ldentity-based CryptograplBC{)l emerged as a new
cryptographic technology. As a special and simplified fofrasymmetric cryptography,
it has many advantages to MANETS, and has aroused muchcksetarest. Most of re-
cent development on MANET security is related to IBC. Theaxeehbeen a large number
of proposals using IBC for MANET security.

However, after an intensive study and survey, we noticedaertified some issues on
applying IBC to MANETSs. The main issues pertain to Key Mamagat (KM) and Secure
Routing (SR). Both of these components are essential tagigescheme. Unfortunately,
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CHAPTER 1. INTRODUCTION 2

previous studies in the literature seem to treat these twgponents separately.

Indeed, they are interdependent on each other. You cannetaje either of the com-
ponents following these schemes if you do not have the otheratready, and if you
have two of them from different schemes, you cannot cougettogether in a system.
Additionally, these schemes are subject to many attacksalo®se coherency between
these two components. The issues we found motivated usrnolahis research to find a
solution.

1.2 Research Objectives

The main objective of this research is to find a solution thlatasses the identified issues
and is better than previous ones. Specifically, we aim togse novel key management
and secure routing framework that can be applied to the desig practical MANET
without the issues we have identified. On the one hand, tamdwork should have ad-
vantages of IBC which has already been accepted as a progpsaiution for MANET
security. On the other hand, this solution should addresssgues we have identified
above and known issues of IBC schemes published in thetliteraThe efficiency and
performance of the framework in other aspects should natadiegcompared to previous
ones. The framework should be scalable to practical size ANETs. The framework
should be feasible and applicable to practical MANETSs. Taenework should be exten-
sible to accommodate specific requirements of various musteand in various scenarios.

1.3 Contributions and Applicability

This thesis studies MANET security requirements and smhgti Concentrated on IBC
solutions, the thesis points out issues of applying theslednd most promising technol-
ogy to MANET security. In light of the discovered issues, agldramework for MANET
security is proposed in this thesis. The proposed schenmessis key management and
secure routing interdependency cycle problem of previ®& $chemes. This scheme
brings these contributions: compared to symmetric keytswis, it has more functional-
ity derived from asymmetric keys, and is more secure dueitiyusto+n broadcasting
key instead of only 1 group broadcasting key, and has less tegtore per node due
to using asymmetric keys instead of pairwise symmetric kegmpared to traditional
asymmetric cryptography (PKI) solutions, the storage amdrmunication requirements
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CHAPTER 1. INTRODUCTION 3

are lower due to IBC properties; compared to previous IBQtsmts, it has no KM-SR
interdependency cycle problem, and is immune to insideckstand mobile attacks and
many other routing attacks.

The result of this work presents a feasible security sofutba wide range of MANETS
where there is an administrator that generates and ditslitial system parameters to
all nodes, and the administrator can authenticate theitgerita node and assign the ini-
tial private key to it. Basically this includes all MANETSs wte IBC is applicable, with an
extra requirement—a controlled deployment phase. Exagi¢his type of MANETS
include, but are not limited to: sensor networks, wearablamuter systems in military,
public safety networks, and emergency and disaster resanest This scheme seems to
be the best security solution to these networks so far.

1.4 Thesis Outline

The rest of the thesis is organized as follows: Chapter 2eptesa background study
related to the research work presented in this thesis. €h8ppresents issues we have
identified when applying IBC to MANET security, and limitatis and weaknesses of IBC
itself. Chapter 4 proposes a novel key management and sexutneg integrated frame-
work to address issues of applying IBC to MANETSs. Chapter&yaes security features
of the framework with mathematical proof, and presents sobiments to counter various
attacks. Chapter 6 presents information about the sinomanvironment, simulation re-
sults, and related discussions. Chapter 7 presents swubdimitations and weaknesses
of IBC itself applicable to the framework and other IBC sclesmConclusion and future
work are given in Chapter 8.
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Chapter 2
Background

This chapter presents a background study related to tharcdseork presented in this
thesis. Section 2.1 presents an overview of Mobile Ad-hooMdeks. Section 2.2 sum-
marizes security challenges and requirements, and crgybie solutions on high level.
Section 2.3 introduces Identity-based cryptography.

2.1 An Overview of Mobile Ad-hoc Networks

There has been a surge of interest in ad hoc networks in rdeeades. An ad-hoc (or
“spontaneous”) network is a local area network or other bmetivork, especially one
with wireless or temporary plug-in connections, in whicimsoof the network devices
are part of the network only for the duration of a communuagisession or, in the case
of mobile or portable devices, while in some close proxinutyhe rest of the network. A
Mobile Ad-hoc Network (MANET) is defined as an autonomougeysof mobile routers
(and associated hosts) connected by wireless links, tfe@wfiwhich form an arbitrary
graph [25]. A MANET comprises a collection of two or more d=8 equipped with
wireless communication and networking capability. Suchiaks can communicate with
another node that is immediately within their radio rangera that is outside their radio
range, intermediate nodes forwarding or relaying packethe latter scenario [84, 37].
This kind of network is very similar to cellular networks tmupport from base stations is
not necessarily required. Actually, a MANET can be an extensr a redundant backup
of cellular networks. The allure of providing anytime, arhave services without infras-
tructure makes such networks very attractive.

The development and exploitation of ad hoc wireless comoatiain has been started
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CHAPTER 2. BACKGROUND 5

since 1970’s. Earlier projects on ad hoc wireless commuaoitanclude Packet Radio
Network (PRNET) program, Survivable Radio Networks (SURABNd Royal Signal
and Radar Establishment (RSRE)

The origin and early development of MANETSs were attributethie needs of battle-
field communication. In 1994 Defense Advanced Researcle&pgency (DARPA)
initiated Global Mobile (GloMo) [57] Information Programhich recently concluded.
The flat (peer-to-peer) and hierarchical network architess were studied. The hierar-
chical architecture uses modular system of link and netway&r algorithms to support
distributed, real time multimedia applications in MANETshas three components: clus-
tering techniques, location management and virtual disgtup and repair.

The generation of adaptive, multi-band multi-mode raditise-Joint Tactical Ra-
dio System (JTRS) offers improved flexibility over half-dex, single-channel radios
at higher layers of the system because of the ability to trénsnd receive on different
bands and using different waveforms [42]. The Near-TermtBligRadio (NTDR) [77]
program of DARPA benefited from the results of the GloMo pergrand implemented
many of the technologies developed during the SURAN program

At present, one particularly active application of MANEEdmterconnection of sen-
sors in industrial, commercial, or military settings. Senssare typically small wire-
less devices measuring environmental inputs and transgitiem to control centres [3].
There are many live projects going on in this area. For exantipé Berkeley Wireless AC
Meter/Switch (ACme) Project. The goal of this project is t@ble wireless energy/power
measurement and control of AC devices. This device fills #ye lgetween inexpensive
LCD watt-meters (e.g. Kill-A-Watt) and expensive netwatlanterprise energy monitors.
ACme uses the ADE7753 energy monitor chip for energy and pavegasurements, the
SHARRP solid-state relay for power switching, and the Besk&PIC wireless module for
communication [50].

Another application is that of emergency response and eesBANETs are well
suited for such applications because of their ability tatreconnectivity rapidly when
the existing communication infrastructure has been dgstroOne example of this appli-
cation is the European Project entitled Wireless DEploy&l#twork System (WIDENS)
launched in 2005 which aims to offer a common communicati@naoel through a wire-
less ad hoc network to all actors in an emergency situatidinariield of operation at the
time of intervention, for each organization and across mggions [98].

Other prospective applications of MANETSs include Vehicd-Hoc Networks (VA-
NETSs) where vehicles can share up-to-date traffic inforomadin the fly, and Mesh Net-
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CHAPTER 2. BACKGROUND 6

works where end users are connected to each other via broddib@nnels based on
multiple connections.

In the academic community, the MANET chartered Working Gretas established
in 1997 within Internet Engineering Task Force (IETF). ThANET activities are fo-
cused on studying routing specification with the goal of suppg network scaling up to
hundreds of routers [19].

2.2 Security of Mobile Ad-hoc Networks

Research on security of MANETS remains active, despitesyehexploration, in both
academia and industry. This is partially due to the fact tlmatnature solution is widely
accepted and also to the growing availability of small, peadized mobile devices with
peer to peer communication capability through wirelessnbés.

General security requirements for MANETSs include [1]:

e Data Confidentialitythat keeps data secret to outsiders,

Data Integritythat prevents data from being altered,

Data Freshnesthat keeps data in the correct order and up-to-date,

Data Availabilitythat ensures data to be available on request,

Data & Identity Authenticationthat verifies that the data or request came from a
specific, valid sender,

e Non-repudiatiorthat ensures a node cannot deny sending a message.

Security mechanisms that are widely used and proven to ket®# in wired net-
works are not always applicable to MANETS. Attacks that caetbectively detected and
prevented in wired networks have been big security chadleng MANETs. Examples
include, but are not limited to, identity/address spoofingssage tampering and forgery,
message replay, etc. Compared to wired networks, the catiamof the following char-
acteristics of MANETSs makes it especially difficult to ackeesecurity requirements:

e Lack of a network infrastructure and online administration
e Network topology and node membership dynamics.

o The potentialfor insider attacks.
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e Computing and communication capacity constrained regsurc
e Wireless link vulnerabilities.

Security proposals in early research are typically at@aoénted. They often first
identify several security threats and then enhance théimxisrotocol or propose a new
protocol to thwart them. Such solutions are designed eflgliagainst limited attack
models. They work well in the presence of designated atthoksnay collapse under
combined or unanticipated attacks [89].

Cryptography is then used to support a general design framkevZryptographic so-
lutions can satisfy the above requirements ex@git Availabilitywhich requires assis-
tance of other technologies. Cryptography techniques uskANETS can be classified
into two categories, namelgymmetric key baseaind asymmetric key basedn sym-
metric key based schemes, if an attacker compromises theeg key of a group of
users, then all encrypted messages for that group will beseg Asymmetric key based
schemes can provide more functionalities than symmeties oRor example, key distri-
bution is much easier, authentication and non-repudiatreravailable, and compromise
of a private key of a user does not reveal messages encrygtether users in the group.
However, asymmetric key based schemes are generally mpeagixe computationally.

Traditional asymmetric cryptography is used widely anédffely in the Internet; it
relies on a Public Key Infrastructure (PKI), and can be cbh@lertificate-based Cryptog-
raphy (CBC), in contrast to identity-based cryptographye Success of PKI depends on
the availability and security of a Certificate Authority (A& central control point that ev-
eryone trusts. With PKI, an entity has a pair of private keg pablic key. The private key
is bound to its public key that is signed by the CA with CA's palxey. The public key
and corresponding signature of the CA are presented in acggy certificate (PKC). In
communication, the recipient needs to know the PKC of theleeand the public key of
the CA, in order to authenticate the sender and verify thesagess PKCs can be stored in
the recipient in advance, or retrieved on-the-fly from CA entcalized certificate reposi-
tory. However, in general MANETS, applying PKIs by mainiagna central control point
for CA or certificate repository is clearly not always fedsibAnother obstacle that im-
pedes PKI's employment in MANETS is the heavy overhead ofsmaission and storage
of PKCs.
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2.3 ldentity-based Cryptography

Identity-based cryptography (IBC) is a special form of peiky cryptography. It is an
approach that seeks to eliminate the requirement of a CA E@$PSince 2001, IBC has
attracted increasing attention from security researctgosne properties of IBC make it
especially suitable for MANETSs. Fargg al [35, 95] summarize the advantages of IBC to
MANETS:

e Easier to deploy without any infrastructure requiremeintisBaves certificate dis-
tribution, while bringing gratuitous pairwise keys witli@any interaction between
nodes.

e lIts resource requirements, regarding process power,gg&@ace, and communi-
cation bandwidth, are much lower.

e The public key of IBC is self-proving and can carry much useftormation.

We believe that IBC, with its rapid developmentin recentrgeis a promising solution
for MANET security problem.

2.3.1 A Brief History of Identity-based Cryptography

IBC is in the category odsymmetric key basemtyptography. It specifies a cryptosystem
in which both public and private keys are based on the idestdf the users. The idea
of IBC was first proposed by Shamir [81] in 1984. Such a scheasele property that a
user’s public key is an easily calculated function of hisity, while a user’s private key
can be calculated for him by a trusted authority, called aa®ei Key Generator (PKG).
The identity-based public key cryptosystem can be an altmen for certificate-based
PKI, especially when efficient key management and modeeatgrgy are required. Com-
pared to traditional PKI, it saves storage and transmissiquublic keys and certificates,
which is especially attractive for devices forming MANETus, application of IBC to
MANETSs is an important research topic in areas of both crgrphy and MANETS.

For a long time after Shamir published his idea, the devetayprof IBC was very
slow. Joux [51], in 2000, showed that Weil pairing can be uUsetigood” by using itin a
protocol to construct three-party one-round Diffie-Helimk@y agreement. This was one
of the breakthroughs in key agreement protocols. After Bimeh and Franklin [10] pre-
sented at Crypto 2001 an identity-based encryption schasexlon properties of bilinear
pairings-on-elliptic.eurves, which is the first fully functial, efficient and provably secure
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identity-based encryption scheme. In Asiacrypt 2001, Boihgnn and Shacham pro-
posed a basic signature scheme using pairing, the BLS scli@h¢hat has the shortest
length among signature schemes in classical cryptography.

Subsequently, a number of cryptographic schemes basecamaitk of Bonehet al
[10] and [13] were proposed. This type of identity-basedotwgraphy is also named
Pairing-based Cryptography (PBC). There are also a few I@8@mes using other ap-
proaches, for instance, Cocks’ scheme is based on the dgueaesaduosity problem [24].
Most proposals for MANET security in the literature use PBC.

2.3.2 Preliminaries of Identity-based Cryptography

In [81], Shamir introduces a novel type of cryptographicesok, the so-called identity-
based cryptosystem, which enables any pair of users to comsate securely and to
verify each other’s signatures without exchanging priatpublic keys, without keeping
key directories, and without using the services of a thindypa

Shamir states that “The scheme is based on a public key aygitm with an extra
twist: instead of generating a random pair of public/sekests and publishing one of
these keys, the user chooses his name and network addresgablit key. Any combi-
nation of name, social security number, street addressgaftimber or telephone number
can be used provided that it uniquely identifies the user iayhe cannot later deny, and
that it is readily available to the other party. The corregpog secret key is computed
by a PKG and issued to the user when he first joins the netwéiigtire 2.1 illustrates
his idea: In an identity-based cryptosystem, the recifgaedéntity ; is used to generate
the encryption key, and the decryption key is derived friocamd a random seéd In an
identity-based signature scheme, the signature key iggtuefrom sender identityand
a random seedl, and the verification key is derived from sender’s identity

In his paper, Shamir specifies the requirements of an impiéatien of such a scheme
and lists the implementation principles:

e The choice of keys is based on a truly random see@hen the seed is known,
secret keys can be easily computed for a non-negligiblgitraof the possible
public keys.

e The problem of computing the seédrom specific public/secret key pairs gener-
ated with thist is intractable.

Based.on.theserequirements, he states that the RSA schapteapable of supporting
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Figure 2.1: Shamir’s Identity-based Cryptosystem and &igne Scheme ([81, p. 52])

his scheme.

He states that at that stage they have concrete implem@angatoposals only for
identity-based signature schemes, but conjectures ticht@yptosystems exist and en-
courage the readers to look for such systems.

Currently, most IBC schemes, and all PBC schemes, are bassessamptions of hard
Diffie-Hellman (DH) problemst in elliptic curves. The most frequently used assump-
tions are summarized below: [34, p. 7] (Refer to Table of Motes for notations and
explanations. Unless otherwise stated, we use the samigongtihroughout the thesis.)

e Computational Diffie-Hellman (CDH) problem in G;: there is no efficient algo-
rithm to computeé( P, P)* from P, aP,bP € G, wherea, b € Z. ?

e Weak Diffie-Hellman (WDH) problem andStatic Diffie-Hellman (SDH) prob-
lem in G;: there is no efficient algorithm to comput€) from P, Q, sP, where

1A generalDiffie-Hellman (DH) problem is to calculatey*¥ from ¢g* andg? in a group.

2The general form of a bilinear map is denotedG, x G, — G3, whereG, andG3 are cyclic, and
G+ is not necessarily cyclic.Symmetric Bilinear Majis denoted : G; x G; — G4 between two cyclic
groupsG, G» of orderq for some large prime, whereG; is the group of points of an elliptic curve over
Fp-andG,.is.a subgroup o]F;;2

www.manaraa.com



CHAPTER 2. BACKGROUND 11

P,Q € Gy ands € Z;.

¢ Bilinear Diffie-Hellman (BDH) problem in (G, G, é): there is no efficient algo-
rithm to computeé( P, P)** € G, from P, aP,bP, cP € G, wherea, b, c € Z;.

e Decisional Bilinear Diffie-Hellman (DBDH) problem in (G4, G», é): there is no
efficient algorithm to decide if = é(P, P)** givenr € G, anda, b, c € Z

Boneh and Franklin’s scheme, published in [10], is the filyffunctional I1BC
scheme. The paper refers to Shamir’s idea of the Identisgdh&ncryption (IBE) scheme
[81], and several proposals for IBE schemes such as [30,33843. They consider none
of them to be fully satisfactory due to unrealistic requiests, such as users not collud-
ing, the long time required for private key generation, ardper-resistant hardware.

Security of their system is based on the BDH problem, an gn@of the computa-
tional Diffie-Hellman assumption on elliptic curves. Thayild the IBE system from a
symmetric bilinear map and use the Weil pairing on ellipticves as an example of such
a map.

A cryptographic bilinear map satisfies the following prdpes [34, p. 6]:

1. Bilinear: é(aP,bQ) = é(P,Q)* for all P,Q € G, and alla,b € Zy. This can be
restated in the following way. Fa?, Q, R € G,é(P + Q, R) = é(P, R)é(Q, R)
andé(P,Q + R) = é(P,Q)é(P, R).

2. Non-degenerateé(P, P) € I}, is an element of ordey, and in fact a generator of
Gs. In other wordsé(P, P) # 1
3. Computable: Given P, ) € G, there is an efficient algorithm to compweP, ).

Their scheme is specified by four randomized algorithmspl@15]:

e Setup: The algorithm maps arbitrary string identities tonfgoon an elliptic curve.
Set the system public ke, ., ass P wheres is a random number i#;, andP is an
arbitrary pointinZ /F, of orderq. Choose a cryptographic hash functin F,. —
{0, 1} for somen. Choose a cryptographic hash functién {0,1}* — F,. The
system parameters gperams = (p,n, P, Py, G, H). The master-key is € Z,.

e Extract: For a given stringD € {0, 1}*, the algorithm builds public key fofD:
Qip = G(ID), a point in E/F, mapped from/D, and the private keyl;, as

dip = 5Qp.
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e Encrypt: Choose a randome Z,, and set the ciphertext to ¢ = (rP, M &
H(Q;D)) WheregID = é(Q1D7 Ppub) € IF‘pQ

e Decrypt: LetC' = (U,V) be a ciphertext encrypted using the public key/ &f,
decryptC using the private key;p: V & H(é(d;p,U)) = M

Further, they analyze the security of their scheme, and 8tat the scheme has chosen
ciphertext security in the random oracle model assumingdtiie-Hellman.

The scheme proposed in their paper is subsequently improyadany other re-
searchers, and widely adopted in many identity-based sgschemes.

Following Boneh and Franklin’s scheme [10], many PBC scletm/e been pro-
posed. Modified Weil Pairing and Tate Pairing are examplesrgftographic bilinear
maps. Currently, active research is being carried out taiol#fficient algorithms to
compute pairings.

2.4 Summary of the Chapter

This chapter presented background of the research to@p@AMANETS, research chal-
lenges in security of MANETSs and some solutions, and finallynéroduction to Identity-
based Cryptography. The next chapter will present issuepplying IBC to MANET
security we have identified during this research.
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Chapter 3

Issues of Applying IBC to MANETSs

In this chapter, we present and discuss issues we found wipyireg IBC to MANET
security. Simply put, there are two issues: key managenté@vi) @nd secure routing
(SR). Section 3.1 reviews key management schemes in thatlite, mainly those for
master key, private key and group key generation. Sectidnme®iews secure routing
schemes in the literature. Section 3.3 discusses the isgiésund in key management
and secure routing which motivated us for this researchtic@®e8.4 reviews limitations
and weaknesses of IBC itself and existing solutions.

3.1 Key Management Using IBC

Cryptographic techniques are often at the center of sosgagrity problems in MANETS

and hence need key management. Key management in IBC re¢jeiyegeneration and
distribution methods, and ideally key protection and remn. This section reviews and
discusses proposals for IBC key management in MANETS.

3.1.1 Master Key and Private Key Generation

Most of the master key and private key generation schemedeareed from and are
variants of Boneh and Franklin’s scheme [10]. The critevigutige this type of scheme
is use of their four primitive algorithms. In this sectione viirst review some examples
based on traditional threshold cryptography of Zleval [99] and discuss the limitations
of these schemes, and then discuss some proposals thaptattemmprove traditional
threshold cryptography. We also study some key generatioenses tweaked for specific
purposes:-e:g--highprivacy, compromise-tolerance, btgeight.

13
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Threshold Cryptography

Many IBC schemes use threshold cryptography which origosh&tom Shamir [80], for
their key management. Shamir gives a solution to the probliesharing a secret among
a number of users in [80]. In his paper, he identifies the gmbbdf how to divide data
D into n pieces in such a way tha@t is easily reconstructed from amypieces, but even
complete knowledge af— 1 pieces reveals absolutely no information abbut

Shamir proposes @, n) threshold scheme to solve this problem based on polynomial
interpolation: givery points in the dimensional plang:,v;) ... (x, y:), with distinct
x;'s, there is one and only one polynomigl) of degreet — 1 such thaty(x;) = y; for
all .. To divide the secreD into n pieces, he suggests picking a random 1 degree
polynomialg(z) = ag + a1z + - - - + a;z'~! in whichaq = D, and each piece is the
value of the polynomial at the points: D, = ¢(1), ..., D; = q(i), ..., D, = q¢(n). Thus
any subset of of the pieces can determine the coefficients of the polynbfusing e.g.
Lagrange interpolation) and thus the secret data at a sgrtant. He suggests the use of
modular arithmetic instead of real arithmetic. The set tégers modulo a prime number
p forms a field in which interpolation is possible.

This scheme was later employed by many researchers to gonatdistributed PKG
in IBC and to solve security problem in MANETS.

Zhou et al [99] suggest the use of Shamir’s threshold scheme to sedun@@net-
works. The authors identify the problem to establish a kepagament service using a
single CA in ad hoc networks. They suggest distributing $keisvice to an aggregation of
nodes.

Zhou et al refer to the work of Desmedi#t al [32, 31] and indicate that they use
the theory of threshold cryptography as a basis for theitkwdrhe authors propose a
distributed CA architecture and PKI used in ad hoc networkbe CA service, as a
whole, has a public/private key paif/k. The public keyK is known to all nodes in the
network, whereas the private kéys divided inton sharess, s,, ..., s,, with one share for
each server. To provide the certificate signing servicestiold cryptography algorithm
is used—for a message, server; can generate a partial signatupe (m, s;) using its
shares; and forward the signature to a combiner. ¢ Ibut of n partial signatures are
collected by the combiner, they can jointly perform the agien correctly.

The idea of distributed CA has been subsequently adoptedi$tnibuted PKG in
many IBC proposals in MANETS later.
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Key Generation Using Traditional Threshold Cryptography

PKG plays a fundamental role in an identity-based crypt@sys but it is not trivial to
have a robust PKG in a MANET environment. As Zhetual have suggested [99], a CA
service of PKI can be distributed to multiple nodes in a MAN&Wironment. This idea
is also applicable to IBC.

Khalili et al[52] propose to use IBC to secure ad hoc networks. The autbt@sto
the work of Zhouet al[99] and Bobbaet al[5] and identify the problem that all proposed
key management solutions assume either pre-existingéganeets among nodes or the
presence of a common PKI. They propose to combine efficiehbigues from identity-
based and threshold cryptography to provide a mechanisirettadbles flexible and ef-
ficient key distribution while respecting the constraintad-hoc networks. At the time
of network formation, the participating nodes form a thadiPKG, and generate—in a
distributed fashion—a master public key. The master séenets shared in aout-of-n
threshold manner by this initial set efnodes. All nodes in the network can use their
identities as their public keys. The secret key, correspuntb the public key, is com-
puted by having the node obtdishares of their key frorfrout-of-n of the original nodes.
All subsequent communications are encrypted and decrysied the master public key
and the ID of the recipient. The authors based their propmsd&oneh’s identity-based
cryptosystem algorithms [10].

As a detailed implementation of Khalili’'s idea, Deetal[29, 28] propose an identity-
based key management and authentication system for MANdtTg udentity-based and
threshold cryptography. The proposed approach consistgoofomponents: distributed
key generation and identity-based authentication. Thpepaescribes algorithms for
master key generation, distributed private key generatiew master key share creation.
The system was built on the assumption that each mobile nasi@ Imechanism to dis-
cover its one-hop neighborhood and to get the identitiefiefranodes in the network. The
key generation component provides the network master keyapd the public/private
key pair to each node in a distributed way. The system puklj¢rkaster key pair is com-
puted collaboratively by the initial network nodes with@onstructing the master key at
any single node, as Shamir and Zhou suggested [80}.9%he public key of nodd D

1Each node”; randomly chooses a sectetand a polynomiaf; (z) overZ, of degreet — 1, such that
£i(0) = z;. NodeC; computes his sub-share for no@g asss;; = fi(j) for j = 1,2...n and sendss;;
securely toC;. After receivingn — 1 sub-shares, nod€; can compute its share of master private key as
S; =31 ssi; = >, fi(j). Any coalition oft shareholders can jointly recover the secret as in basic
secret sharings = Zle S;ili(z)mod q , wherel;(z) is the Lagrange coefficient. Due to the homomorphic
property of share refreshing, the jointly generated maetgis equal toy .-, fi(0).
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can be computed &3;p = H (I D||ExpireTime).

Another implementation of Deng’s scheme is described imgkat als work [93].
The authors implemented a scheme with distributed mastegé&eeration, private key
generation, secret share update, and secret share gendoata new joining node. One
thing they did not mention is how secret shares are disebtt other nodes from one
node.

Xia’s scheme [87] is also very similar to Deng’s scheme: AddDistributed PKG
(DPKG) nodes collaboratively generate system public keyraaster key in a fully dis-
tributed manner; Shares can be updated among PKGs; New nadeget their shares
from PKGs and become new PKG nodes.

Differences from Deng’s scheme are:

1. This scheme does not use temporary PKI for secret shdrédisn as in Deng’s
scheme. Instead, it employs a self-generated publickerkey pair in the follow-
ing way: each DPKG node computes a temporary public key amdissiéto other
DPKG nodes. Secret shares are encrypted and decryptedtbisitgmporary pub-
lic key.

2. The author applies IBC to OLSR routing protocol, partéelyl use HELLO mes-
sages and TC messages in OLSR to select and mark DPKG nodésDehget
al apply IBC to DSR routing protocol.

These differences lead to the following problems:

1. Each DPKG node has to store in memory the temporary pudyis & other DPKG
nodes.

2. System public key and master key collection process isecire, because only
public channels are available at this stage.

3. The keys generated are not guaranteed secure, becaoss iat provide any se-
curity protection for OLSR routing protocol it relies on.

All of these schemes use threshold cryptography to dig&itie functionality of PKG
to multiple nodes. Due to threshold cryptography, thesemmas have the following is-
sues:

1. Interdependency cycle between secure routing and $gsarvices: These schemes
rely on some existing routing or online administration neukms (e.g. out-of-
band.communicant, side channel) to distribute secret slaar®ng the distributed
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PKG nodes. On the other hand, as we will show later, most seouting protocols
rely on secure keys. We identify this as interdependendgdeatween key manage-
ment (KM) and secure routing (SR) in IBC, and as a speciatinaif noted prob-
lem of interdependency cycle between security servicesaagdre routing [65, 88]
. These schemes cannot be used in secure routing protocols.

2. Proximity-caused insecurity: In some circumstancesre/l@enode can move in
order to access to more nodes, one way to avoid the KM-SRiependency cycle
problem is to have a threshold number of authorized usetsathghysically close
to each other (i.e., within one-hop communication distesm#hat routing is eased).
This incurs another related problem—the proximity-causedcurity: itis possible
that an adversary compromises these nodes within a shootpsrtime (e.g., by
capturing the nodes and/or compromising them one by one]) [B8rthermore,
the proximity-based solution is not applicable to fullytdisuted key generation
schemes where all nodes participate in and contribute t&kelgegeneration and
thus routing connecting all nodes (not only among a threshomber of nodes) is
still required.

3. Mobile Attacks: Threshold cryptography is subject to mehttacks, in which a
mobile adversary could move to compromise multiple nodesraweal the secret
shares of them in order to recover the secret. To counterlenattacks, the above
proposals use secret refreshing mechanism in which sdwae¢sare updated in
intervals and new shares cannot be combined with old onesctaver the secret.
They assume there is only one mobile adversary in the netaratla mobile adver-
sary cannot compromise enough authentic nodes within #re sbfreshing period.
Many researchers, e.g Merwealin [65], do not think this assumption is practical.

We will recall and discuss this problem further in Sectioa ghortly.

Multicast Group for Threshold PKG

Li et al[58] point out that share refreshing in [99] needs a secuamwcél for delivering
subshares, of which Zhaet al did not provide the implementation. They propose a sign-
cryption scheme that exactly provides a way for secure mnégwon, by using periodic
private keys, multicast group of PKGs, and key proxy. Theirkvs based on work of
Shamir [81], Zhowet al[99] and Boyen [16].
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Li etalintroduce a key proxy for key generation. A key proxy is sedddrom a group
of server nodes: all server nodes form and maintain a fewicasltigroups according to
location. A node floods its Routing REQuest (RREQ) to find deda the server nodes
group. When it receives Routing REPlies (RREPs) from sameeles, it selects a server
node, say:, which has the shortest path to itself as its key proxy. Thiimg information
to the nodeu is stored. When it wants to update its private key later, nidsdts Private
key update REQuest (PREQ) toand v multicasts the PREQ to all server nodes. The
private key of a node is updated periodically. Server nodeprdes a partial private key
of the client (4 ;) using its master key share, then signcrypts and sends Private key
update REPIly (PREP) message4o

In order to check malicious server nodes, at the initial toheéhe network, PKG
publishes a piece of verification information consisting,ofP for each server node To
check the validity of partial key it receives fromnode A needs only to check whether
the equatiorg(Q 4, s; - P) = é(d 4, P) holds.

Li et aluse “proactive threshold” similar to Zhat als [99], with two modifications:
replacing secure channel with multicast, and replacingceesshare with a vector. The
share vector is encrypted and multicast to the server nadepgEvery server node can
only decrypt its own share.

This scheme distributes partial private keys of PKG seredes to the network before
starting for future secure communication, in a way likeifiegtes in PKI. This is against
IBC advantages. The multicast group of PKGs is fundamenthld scheme, but a critical
guestion remaining open in this work is how the multicasugris formed. Secure multi-
cast routing cannot be established without secure keyss tThaKM-SR interdependency
cycle problem is not addressed.

Offline Threshold PKG

Zhanget al [96] propose a distributed PKG (D-PKG) scheme to distriliRite&s of IBC
to multiple nodes, based on work of Shamir [81], Zhedwal [99] and Bonekhet al [10].
The master key of the IBC system is distributed to D-PKGs irofiine manner, and
then a threshold number of D-PKG’s can function as PKG. Ihd2dKG, the Trusted
Authority (TA) supplements the network bootstrapping gsxwith the following opera-
tions [96, p. 3517]:

1. Determine dt — 1)-degree { < t < N) polynomial,i(z) = s + ayx + asz* + - -
-+ a; 12" (mod q).
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2. Selectn (t < n < N) nodes as D-PKGs (denoted BY{). Each node it H gets
a share ok ass;, = h(k).

3. Calculate a set of share commitment$as= { P, = s - P € Gy|1 < k < n}.

SH andSC are appended to the public system parameters and sent twdak nSimilar
to schemes using traditional threshold cryptography prteskabove, any combination of
t D-PKGs can collectively reconstruct the system masterskey

These D-PKG'’s collaboratively provide the PKG service: B@dsends them a private-
key sub-request containing its public kel . Upon receiving the request, each chosen
D-PKG sends back a sub-reply containing a partial privaye &g, = s, H,(I Dp||other_
Info). other_Info may contain version number or expire time et8.can verify its
authenticity usingP;: é(dp,, P) = é(H,(IDg||otherInfo), P;) 2. After obtainingt
authentic private-key piece® can calculate the complete private key in the same way
computing the master-key.

This scheme is similar to schemes using traditional thielstrgptography, but differs
in the following ways: this scheme distributes secret shaf#tine, and thus does not re-
guire on-line secure channels for secret share distribptine secret shares of this scheme
are not refreshed or updated, thus it is more subject to maltiicks. Although the mas-
ter key generation does not require secure channels, tegkiey generation still needs
them; thus, KM-SR interdependency cycle is not addressksm, e share commitments
of each D-PKG are used like certificates which are distrithtiehe network nodes before
network starts. This is against IBC advantages.

Public Channels for Threshold PKG

Renet al[75] propose another D-PKG scheme. The scheme eliminagesetture channel
requirement by using mutual authentication in public cledsin

The key generation and issuing works as follows: A uggy chooses a passwopad
and computes?, (I D), H,(pwd), Hy(pwd). Then it publishes the tupl@ D, H,(ID),
H,(pwd), Hy(pwd)). The D-PKGs store them in their database. User selects amand
numberr and computes a request and sends the request to D-PKGs. B-€H€Gks the
validity of the request and computes blinded partial pevety and sends it to the user.
The user upon receiving blinded partial private keys vexifieem and unblinds the private
key using the proprietary knowledge «af

2The verification process is same as Li's scheanal [58] in subsection 3.1.1
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The authors claim that the protocol does not require anyreethannel to issue the
private key and is secure. However, D-PKGs have to store swmad for each user,
in the same way as the distributed CA works in PKC mechanisfitgs violates the
advantages of identity-based cryptosystems, and reqoniase service from D-PKGs.
Also, the paper did not mention how requests and secretshaedransmitted in public
channel. We assume they use broadcast in the discussion belthat case, the KM-SR
interdependency cycle problem is addressed, but two prebtemain: first, security of
the private keys is not guaranteed because they only uséngashprotect the private
keys; second, itis not efficient because of communicatiahcamputational overhead of
broadcast.

A Threshold Key Generation Scheme with Compromise-toleran Key-update Pa-
rameters

Fanget al [95] propose a key generation scheme that provides compestulerant fea-
ture for private keys. This is achieved by dividing publio/pte keys into node-specific
and phase-specific components, and predistributed kegteyparameters.

The cryptographic materials distributed to each node eeafietwork deployment in-
clude: pairing parameter$p, ¢, é, Hy, P, s1 P, so P), public and private keySQ;p o, drp.o),
phase saltsalt,, key-update parameter§fv;(z), ;(1D)}i=1... m), Wherem is the maxi-
mum possible phase indek; is a hash function that maps a string to a non-zero element
in Gy, s; ands, are two distinct master keys. PKG distributggo D-PKGs using thresh-
old secret sharing, each D-PKG < ) holds a secret sharg,, and a set of values
{Pay = sqy - P|V € Q} where2 is the D-PKG set, anf}| = n.

Each public/private key pair is both node-specific and pispeeific. At phaseé;node
A’s publickey isQa; = (H1(IDy4), Hi(salt;)), private key isis; = (s1 - Hi(IDy), s -
Hi(salt;)). The first element of each key is node-specific, and the seeterdent is
phase-specific. Initially, the PKG issu€s, ; andd 4 to node A.A can acquire phase-
specific element);,; = Hi(salt;y;) andd;y; = (so - Hi(salt;)), wheresalt;; =
salt; + 1, from the D-PKG set through key update. In the key update,RKIG- nodeZ
contacts — 1 D-PKG, and collect$ shares of/;,; and generateg,  ; using at-out-of-
n threshold cryptographyZ then broadcasts;,; to unrevoked nodes securely using a
variant of the self-healing group key distribution scheméd.iu et al [61].

The key update parameters also facilitate key revocatimtufe, which we will discuss
in a later section.
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This scheme employs threshold cryptography for generatiqgrhase-specific com-
ponenets of private keys online. It is not clearly stated IBWKGs communicate with
each other to exchange secret shares. This process eiibsrae secure routing which
leads to KM-SR interdependency cycle problem, or relies madicasting which incurs
insecurity and extra traffic overhead. In addition, the soheloes not have good scala-
bility because the size of key-update parameters to behigtd to nodes before network
deployment is proportional to number of phases and numbBrBKGs, both of which
can become very large.

A Non-threshold Key Issuing Scheme for High Key Privacy

Threshold PKG key generation allows redundant PKGs for laggnlability of master
key. The opposite way is to use a chain of key privacy autiesritKPAs) to protect
master key for high privacy. Lest al[54] propose a secure key issuing protocol in which
a private key is issued by a key generation center (KGC) aenl itis privacy is protected
by multiple key privacy authorities (KPAs). For all= 1,- - -, n, KPA; chooses his
master key; and computes his public key, = s; P. Then KPAs cooperate sequentially
to compute the system public k&y= sgs;...s, P.
A user! D gets its private key in three stages [54, p. 73]:

1. In key issuing stage, a node sends its identiflyand blinding factotX = xP to
the KGC and requests him to issue a partial private key. Th€ K&Sues a patrtial
private key to the user in a blinded mann€y; = H;(é(so X, Fy))soQ1p, together
with a signatureSigy(Qy) = soQjp. HereHs(é(so X, Py)) is a blinding factor. User
can unblind it using his knowledge of.

2. In key securing stage, the user requests multiple KPAssaeqaential manner to
provide key privacy service by sendind, X, Q. ; and Sig; 1(Q: ;). Then
KPAs return the private key share§), = H;(é(s; X, Pi))s;Q}_, and signature
Sig;(Q}) = s;Q); in a blinded manner.

3. Finally, in key retrieving stage, the user unblinds itétrieve the real private key:
dip = LR LEE P — 051 s,Qrp. The user can verify the correct-
ness of his private key by(d;p, P) = é(Qrp,Y).

/

The authors have analyzed the security of this scheme atedtstd since the private
key of a user is computed cooperatively by the KGC and n KPAes privacy of user’s

3 Hi(é(saXaPo) =z (¢ (sox P, Py)) = H3(é(Po, Py)*)
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private key is kept if at least one authority remains hon@sily the legitimate user who
knows the blinding parameter can unblind the message ievetthe private key.

This scheme was not originally designed for MANETSs. In a MAN&nhvironment,
it has the following weaknesses: first, all KPAs are requirete online and available,
which is not feasible in MANETS; second, secure routing tpureed to get partial key
and signature, which is in KM-SR interdependency cycle.

A Non-PBC Lightweight IBC Key Generation Scheme

Saxena [79] proposes a scheme of public key cryptographMfINET analogous to
identity-based cryptography with some claimed advantagks scheme can be consid-
ered as a lightweight IBC. This work is based on work of Zkeaal[99], Shamir [80] and
Feldman [36] on threshold cryptography, and on the work aidwet al[10] on IBC.

The author suggests the use of Feldmaf'sfiable Secret Sharing (VSEp] to gen-
erate private keys and public keys. In order to setup theesysa dealer (or a set of
co-founding members) first chooses appropriate paramgiefsg) for the group, and
selects a polynomiaf (z) = ag + a1z + - - - + a;z" in Z,, whereq, is the group secret.
The dealer keeps the polynomial secret and publishes cananist to the coefficients of
the polynomial, asv; = ¢%(mod p), fori = 0, - - -, t. To join the group, a useV/; sends
its unique identifierid; to the dealer who issues it its secret share= f(id;)(mod q)
as the private key fo/;. The public keyy; = ¢*(mod p) of M; can be computed
by M; asy; = szo(wj)idf (mod p). Also M, can computel/;’s public key as:y; =
[T;_o(w:)"s (mod p), and pairwise shared key as; = ' = g% = kj;(mod p). With
these keys, they define the sign/verify and encrypt/deamygthods as counterparts to
Boneh’s (see [79, p. 382] for detalil).

The author points out that the proposed scheme can be viesvad EBBC based on
threshold assumption. Knowing the identifier of a particulaer and also the public
key of the trusted center, one can send encrypted messadjgsrély signatures. This is
equivalent to identity-based encryption and signature duthor further states that unlike
other IBC schemes, the proposal is based on standard (@idogarithm) assumptions,
and thus is much more efficient than these prior IDC schemes.

According to Xuet al [88], Saxena’s scheme is arguably subject to Sybil attacks.
Besides, the scheme publishes per-node parameterall nodes to compute public key
of useri, which is similar to certificate-based schemes and agailvstrdages of IBC.
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A PKI-IBC Hybrid Key Management Scheme

Traditional PKI is based on PKC. In MANETS, because the caitpanal and commu-
nication resources required by PKC operations are verytduniand also a centralized
CAis not reliable, traditional PKI is considered unsuigalBy applying IBC, new hybrid
PKIs can be setup and adapted to MANETS.

In [60, 49], Lin et alidentify the difficulty of applying traditional PKI secuyitarchi-
tecture to MANET. They suggest the use of a hybrid architedioat combines the good
sides of both traditional PKI and IBC, and propose a clustgenized key management
scheme.

Based on former work of Boneét al [10], Huanget al [48], Zhou et al [99] and
Shamir [81], they propose a key management scheme andatgaginto secure routing
protocols. The proposed network framework is a two-layerdrichical structure per-
forming key generation, key distribution, and storage. Bh#om layer is responsible
for internal cluster domain authentication using IBC, ahd tpper layer, root CA, is
responsible for external cluster domain authentication.

In every cluster domain, cluster heads only maintain idiestiof members, without
needs to store and distribute public keys. The cluster heas as the PKG for clus-
ter members. When a node joins the network, it is given a mastelic-key belong-
ing to a cluster domain. Furthermore, each node also apiolies personal private-key
from its cluster domain head, and uses it to achieve routaukets and messages en-
cryption/decryption capability. The identity-based kegngration and distribution use
Boneh's algorithms.

The authors state that the simulation results demonstratetie scheme can reduce
computing loads of central CA and key repositories. Howeserthe same time, the
scheme adds much additional overhead to inter-cluster econoation.

3.1.2 Group Key Generation and Agreement

In cases when a message is intended for every node in a greiag, public/private keys
and pairwise communication generates tremendous trafichead. A symmetric group
key minimizes the traffic bandwidth, and is more efficient.e@dvantage of the group
broadcast key is that it needs only at mogirivate keys to be generated and distributed
ton nodes, whereas pairwise communication schemesmeged1)/2 andn(n — 1) keys
generated and distributed respectively.

A group.key.can be generated by one member of the group arribdised to other
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members. A group key can also be contributed and agreed bypteunembers. A
group key can be either dynamic, which means in each broadoassage the group
key is different; or static, which means the group key dodschange in each broadcast
message once it is determined. In this subsection, we tagsiup key generation and
agreement schemes based on these criteria.

Dynamic Group Key Generation Based on Node-specific Broadsa Secret

If the members of a group of nodes share a secret that is unktewnon-members, it is
intuitive that they can generate a share group key basedi®sdbret. Many group key
generation schemes are based on this idea. The differenbesein how the shared
secret is generated and how it is distributed to members.

Bohio et al [7] propose a non-probabilistic method for computing uriduoadcast
keys for different groups. Based on the work of GHaal [18], they use identity-based
pairwise symmetric keys as the building block for their lalcast scheme. They state
such keys are computed non-interactively by the nodes,hwt@duces communication
overhead and simplifies key management in pairwise comratiorc

The group key is generated in this way: L€ty be the broadcast secret of nadfor
any group ofN nodes. Nodé computes its broadcast parameery,.4.; aS: Pi_prdest =
Kin - Qiq,, and distributes it to all candidate nodes using respeptuvise encryption.
To sign and encrypt a messafyjg node 1 computes:

h = H3(M), whereH; : {0,1}* — {0,1};

Ky praest = Ha(6(Qig,, P)"H1)), wherer € Zx,Hy: Gy — {0,1}™;, C = MOK _prdest,
U=rP,V =K y(r+h)P.

The broadcast message i, U, V). Every node in the group can compute the same
broadcast keys; 4.+ @s node 1 fronHs (é( P _pracst, V') @nd decrypt the message from
the cipher textC' as: M = C' @& Ky _u-q.s; After decrypting message , its hash can be
computed ash = H3(M ), and authentication is verified by checking (f<;yQ.4,, V) =
é(Qi4,, U + hP) holds.

In [6], Bohio et al continue their work and indicate that the use of pairwise -com
munication creates additional bandwidth overhead in chdeoadcast messages. They
propose an authenticated broadcast scheme based on syeriagsrand a correspond-
ing signature scheme. Based on work of Bore¢fal [10] and Bohioet al [7], the au-
thors extend pairwise shared key generation method prdpog@8] — K p = K =
é(Qia,, sQiay ), and propose a method for computing collision-free brosidkays that
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can be used for different groups in the network and changeadeagroup membership
varies. Such keys can be useful in the context when it is itapbto have all the broad-
cast keys unique without causing additional handshakedsstvthe nodes.

Compared to Bohiet al [7], the authors simplify the scheme: Nodeomputes its
broadcast parameté? ;4. aS: Pi_raest = K1y - P, and distribute it to all candidate
nodes using respective pairwise encryption. Every nodetlvgh compute the broadcast
key of nodel as K; .4 USing the hash functiod/s : G; x G; — (0,1)™. The
key K1 _pracst = Hsz(Pi_praest)- TO generate unique broadcast sedkgt, for nodel,
let Din = é(5Qiq,, Qidy + Qias + - - + Qia,) = €((5Qiay, Qiay) - €((5Qia,, Qias) - - -
é((sQiq,, Qia,) and K1y = Hs(Dyy). Further, the authors use this group key to sign
group messagesl: (U,V) = (rQi,, K x(r + h)Qiq,) Wherer € Z7, h = Hy(M).
And the receiver can verify #( P, _praest, V) = é(P, U + hQ;q,) holds.

The authors point out one potential problem of this schentleasit might be possi-
ble for malicious nodes to generate computational overifi@adther nodes by sending
unnecessary broadcast messages. The countermeasureosttepudiation and authen-
tication provided by the signature in the scheme.

In [8]—the extended version of [7] and [6]—the authors nmate their scheme to
generate collision-free broadcast keys for different geoand an authenticated broadcast
scheme based on symmetric keys and a corresponding sigisatieme. On the basis of
the former two papers, the authors present two varianteaffirmer scheme to generate
group keys hidden to the TA:

The first scheme is based on group identity. A group public®ey.»_;p IS to be
generated by the TA based on any group identity or arbitrarggs The TA, using its
master key, then computes the initial group k2y= s - Qcrp_rp. Every node will then
receive the poinD from the TA and will generate its private kéy, a random secret, and
compute the corresponding public keylas ., = k; - D. All such individual public keys
should be available from the TA. The participating nodes thet the public key of every
node from the TA.

For the broadcast key, paramef@r ;... = Ky - P is computed as in the basic
scheme withi; y being any random secret. The signature scheme would be gsad a
the basic model.

The second scheme is based on individual identity. The TAasinpute the partial
private key of any nodeé asD; = s - Q;4_;. Node: computes its private key ds =
Hs(x; - D;), wherez; is a random secret chosen by naddt computes public key as
Di = ki - P, and submits it to the TA. The pairwise and broadcast keyk heil
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computed similarly as the first scheme does.

It has been pointed out by Chiest al in [22] that the above signature scheme is
vulnerable to the universal forgery attack that an advgrsan forge signatures on any
message.

For group key generation schemes based on broadcast smueeissue is how the
broadcast secret is distributed to other nodes in the gibtips distributed by broadcast-
ing, the issue turns to be scalability problem. Each nodeges a group key secret and
broadcasts it to other nodes. The number of messages aadetgpace are both(n),
the broadcast traffic i©(n?) (each ofn nodes relays messages). If the group broadcast
secret is distributed using respective pairwise commuigicait requires an existing se-
cure routing mechanism. The issue turns to be KM-SR interdégncy cycle problem.
Another issue is that each node generates a broadcast aadréistributes it to other
nodes in the group. This is against the advantages of IB(sehe

Static Group Key Agreement Based on Diffie-Hellman Key Exchage

An approach for group key generation is “recursive subgrmip—dividing a large group
to subgroups again and again, each subgroup contains aramatler of sub-subgroups
until a small number of members reached. For these small auofltmembers, there are
already key exchange protocols ready to use, e.g., 2-pa@yparty Diffie-Hellman key
exchange protocol.

Chienet alin [21] and [22], propose a group key agreement protocolisapproach,
based on work of Rheet al [76], Konget al [53] and Bohioet al [8], and apply IBC to
these schemes. In their scheme, they divide the whole graaseveral cell groups and
a control group, and each cell group is managed by its celigoontroller independently
of the other cell groups. Nodes within the same cell groupeshacell group key, which
can be generated by a distributive or contributory way.

They provide two versions of pair-wise key agreement: orstaic and the other is
dynamic. The static one uses the same static pair-wise kBpli®-Miri's scheme [8].
The dynamic one, contrary to Bohio-Miri’'s scheme, is caréife-less. The protocol works
as follows: A—B : Py = aP, B—A : Pg = bP, wherea, b are random numbers. Then
A and B independently compute a common session key basee,@and Pg.

On the basis of the pair-wise communication, they propoBgpartite key agreement
protocolwhich allows three parties establish their session keys. sbiheme is modified
from Hess'’ signature [44] for traditional public key seginrhe protocol has two rounds.
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In the first round, the entities broadcast their ephemeralipkeys, e.g. A—B, C:
(sid,I1Da,I1Dp,ID¢, Py, P}), Node A computesP, = aP, P}, = o' P, wherea anda’
are random numbers chosen by nelleid is session id. In the second round, the entities
broadcast their confirmation (signatures) on the sessidrephemeral public keys, e.qg.
A—B,C: (sid,va,us), Node A computesn, = Hs(sid,ID4,IDg, I D¢, Pa, P}y, Pg,
Py, Po,PL),ra = é(P, P)54 vy = Hy(ma,ra) anduy = vaSa + kaP, whereK 4 is a
random number chose by node B andC broadcast similar messages. Thérhecks
whether the following two equations hold; = Hy(mg, é(ug, P) - é(Qp, Pyuw) "2) and

ve = Hy(me, é(ue, P) - é(Qc, Pyup)~¢) 4. After authenticating the message from the
other two nodes4, B, andC share these session keys, ; -~ = é(Ps, Pc)*, K3 o =
&(Pp, PL)", K5 .o = e(Py., Pe)" . K4 o = é(Ph, PL)", K5 o = é(P, Pe)” K .

= &(Pp, PL)", K} o = e(Pp, Po)”, K3 .o = (P, PL)".

The tripartite key agreement scheme can be easily extendsthten® keys by send-
ing n ephemeral public values per node. The scheme then usegnheytéree and bi-
linear map to establish the cell group key. Hierarchicaldey tree is a hierarchical tree,
where the degree of a node is at most three. The keys cormdisigaio the key nodes are
generated iteratively from bottom up to the root node, amdkikry corresponding to the
root node is taken as the group key. If a node has three chiddsjadhen the tripartite key
agreement scheme is adopted; otherwise, the two-partygtegiment scheme is adopted.

This scheme addresses the scalability issue by subgrgupings subject to these
problems: first, each node generates an ephemeral key anfudess it to group mem-
bers, which is against advantages of IBC; second, key egehamessages use respective
pairwise communication, which requires an existing secoméing mechanism.

Static Group Key Agreement Based on Broadcast Ephemeral Key

Characteristics of MANETs make it difficult to generate augr&key. Zhang’s constant-
round contributory key agreement scheme [92] avoids thedfsgtacles for contributory
key agreement in MANETS: authenticating the exchangednmétion without an online
Trusted Third Party (TTP), and resistance to unstable links

Using the IBC scheme of Bonedt al[10], the authors revised the constant-round key
agreement scheme proposed by keal [55] that was on password-based. In round 1 of
the new scheme, each node generates an ephemeral; keyZ;, computes:;; = N, P,
and signs it using the signature scheme ofdbal [33]: T; = H(z;)sQ; + N;P,u. The

4(up, P) - 6(Qp, Ppup) """ = é(vpsQp + kpP, P) - ¢(Qp, sP)~"" = é(sQp, P)"® - é(kpP, P) -
é(sQp, P)~v5 = é(P, P)ke
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node then broadcasts them with its (B); T;, I D;).

In round 2, each of the group member firstly verifi€3 ., 1, 1. P) =
e(Xjeqtmpiy(H (2))Q; + 25, Bpup). Then group members are divided into two sub-
groups. Only one subgroup broadcasts messages, and twmsplgeys are generated
once a time. Each node computes a group key based on two sup-kgeys. In short,
for every group key’s information exchange at round 2, ityameds about half of group
members to take part in, while all members can compute ousdhee session keys ac-
cording to the broadcasted messages. This group is dividedwo subgroups, and as
long as one of these two subgroups does not meet with thedihkds, this scheme will
succeed.

This scheme requires an ephemeral key for each node whidbredson all other
nodes. This is a drawback inherited from certificate-basggtagraphy, and is against
the advantages of IBC.

Static Group Key Generation Based on Identity-based Broadast Encryption

Zhanget al[91] propose another group key generation protocol thatieglifferent from
the above schemes. The scheme is based on Identity-basetthsd encryption (IBBE)
scheme [27]. In IBBE, one public key can be used to encrypt ssage to any possible
group of identities.

The proposed scheme only requires each group member todasiacthe message
to set up the group key. Compared to Bohio’s scheme, thisnseldoes not require a
node to store any temporary or pseudo public key of other sio@®mmpared to above
schemes, the scheme does not require secure routing foxkkgrege message, because
all messages are broadcasted. However, the group key jenassstatic and not suitable
for dynamic networks, such as MANETS, because it requiles@mbers be determined
before protocol starts. In case of membership changesxémple, one member leaves
or one new member joins, all members must start the process.aesides, like other
group key schemes discussed above, IBBE group keys are syimikeys; but unlike
them, IBBE is not integrated with any asymmetric privatélpukey scheme. A different
set of parameters and algorithms is needed for asymmeivet@fpublic keys generation
which is indispensable for authentication and non-refigha
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3.2 Secure Routing Protocols Using IBC

Routing in MANETS enables packet delivery from one node wtlagr by way of interme-
diate nodes. It is the fundamental issue considered in MANNETUS secure routing is a
fundamental issue in MANET security. Secure routing erssuecessful routing among
authentic nodes with adversary nodes existing around atdrtbe network, and forms
the bedrock of a secure MANET system. An important applocatif IBC in MANETS is

to design secure routing protocols. Depending on what @tiorydecryption and signa-
ture/verification schemes are used, and what routing pots@se used, there are various
secure routing proposals using IBC.

3.2.1 Securing On-demand Routing Protocols

Lee, Kim, Chung and Yoon [56] apply previous IBC schemes JH),to a DSR routing
protocol.

In their routing protocol, the format of a route request @adk (RReq, Sourcel D,
Destinationl D, seq, Signg(M), (Intermediatel D List), W, U, V'), whereM = (RReq
||Sourcel D|| Destinationl D|| seq|| W), andSigns(M) is a signature algorithm from
[72]. Assume)); = n; - P is the public key of a nodeu for the source node;, for the
destination nodé&), andd; = s- Q; is its private key, the source node computéd’/, IV as
follows: It generates a random striag € {0, 1}", and computes = H3(I Dsource; 05);
Usingr and its private keyls = s-ng- P, it computesy = é(P, P),é(rP,ds) = g"*"s.
ThenW =rP,U = g"*" X 05,V = (é(SP,Qpest))” &1 =g "> O r.

An intermediate nodéthat receives route request packet verifies the signatilwe.va
Ifitis correct, node addsl D, to theintermediatel D List, computes the new value bf
by: U = U x é(rP,d;) = U x g"=ms+-+n) and then rebroadcasts the packets generated.

A destination nodé that receives routing request packet and whose ID is matched
value of DestinationI D field in the packet performs the following procedfreomputes
r’ using private key ofD and the values of packet received:=V & (é(sP, Qpest))” =
V@ eé(W,s-np - P), gets the public key), = H,(ID;) of ID; that are described in
intermediatel D List and computes! = é(sP,S.F  Q,)" = é(sP, 3% | (n;- P))" =
gT"S'Zf:1 i, Using A value,D computes’ = U x A~!, and compares andHs(I Dg, o).

If the two values are equal) makes route reply packet a8 Rep, seq, (IDg, 1Dy, ...,
IDy, IDp),W,V@o', Signp(M)), whereM = (RRep||seq||IDg||ID1|| ... ||IDg||IDp

5n; is only a helper for explanation purpose here, and is unkrtovamy node.
Swith-eorrectiontosthesoriginal paper
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WV @ o).

After receiving the route reply packet, the intermediatele®in routing path and
source nodes verify the signature ofD. And if it is correct, they add the path in the
packet to their route cache.

This scheme is subject to wormhole attacks [68]—an adwersan tunnel a valid
RReq packet from an intermediate node to the destination to pdeteat they are con-
nected. It also misses a key management scheme.

3.2.2 Concatenated Signature for Intermediate Node List if®n-demand
Routing Protocols

Park, Myung and Lee [71] base their work on that of Boe¢lal [10] and Quisquater
[59], and apply IBC to on-demand routing protocols.

Their protocol is similar to Leet als [56], but the signature and verification proce-
dures are different:

When the source node send&eq to intermediate nodes, the packet formatiBReql|
IDg||(rs, Zs)||Signs(H(M))), whereM = (RReq||IDs||(rs, Zs)),rs = H(é(P, sP)*
||Qs||RReq), Zs = x P,y — rsds = xsP — rgsQg, x is a random number.

An intermediate nod&; computes:’ = é(P, Zs) - é(sP,Qgs)™s = é(P, P)*® for the
authentication of the node that sends the message, anckhe= H (k'||Qs||RReq).

If the verification is successful, the intermediate nodetcast the received message and
then it computesy andZg similarly, and broadcasts the message to the next node as:
(RReq||IDs||IDx||(rs, Zs)||(rx, Zx)||Signs(H(M))).

When the destination node receives this message, it chieekdestination address. If
the destination address is the same as its address, it sdtiesignature(rs, Zs) and
(rx, Zx). If the verification process is successful, it is ready tdyepmessage. The
destination node sendsiaR E P message to the source node. After passing intermediate
nodes the reply message is like:

(RRep||IDp||IDx||(rp, Zp)||(rx, Zx)||Signs(H(M"))).

Park and Lee [69], Park, Myung and Lee in [70], Lee and Srihotr[55] present
similar results separately.

These schemes have these common problems: A key manageimnemissis missing.
Scalability is poor, since message signature is concadraatd can be quite large.
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3.2.3 Aggregated Signature for Intermediate Node Listin Ordemand
Routing Protocols

The concatenated signature of an intermediate node lidieaery large, Songt al[82]
apply identity-based multi-signature to routing prot@ecahd propose an authentication
mechanism with aggregation signature, based on the worlooéRt al[12] and Chaet

al [18].

In their scheme, an aggregate signature can be generatedtmttdnessages: as-
sumeos = (U, V) is the signature on messagks, - - -, M;_;, ando = (U’, V") is the
signature on messag¥;, U = rQp,,h = H{(M;),V = (r + h)d;p,. The aggre-
gator verifies thatV/; is different from any other messages. If it is true, it congsut
U=U+U €G,,V=V+V"eG,. Theno = (U,V) becomes the aggregate signa-
ture onMy, - - -, M;. The destination can verify the validity of the aggregatsgnature:
Given identities/ Dy, ..., I D,,, distinct message&/,, ..., M,,, and an aggregate signature
o = (U, V), the verifier computes; = H,(M;) forall 1 <1i < n. Then it checks whether
e(X iy hiQip, + U, Poup) = (32, [(hi +1:)Qip,], Pour) = €2 [(hs +74)dip,],
P) = ¢é(V, P) holds. If it is true, all the signatures are valid.

They then demonstrate in the paper the use of this schemedemand routing pro-
tocols such as DSR and AODV, which is similar to [56].

This scheme is subject to wormhole attacks [68], and missksyamanagement
scheme.

3.2.4 A Security Architecture to Secure OLSR

Adjih et al [2] propose a security architecture to secure OLSR using IBC

Their proposal is based on work of Céial[18] and Bonetet al[13]. In their scheme,
an (offline) TA is in charge of certifying or assigning keyseafch node participating in
the trusted network. Each node joining the network will hthwe public key of the TA.
This key is denoted the global key. Later, any node entefiegatd-hoc network could
diffuse its public keys, with a specific key exchange protpoweath proper parameters
and signatures. The key which is used later to sign messagiesl the local key, and
can be either its global key, or newly generated privatdipldeys. A node would start
originating OLSR control messages, signing them using doallkey with a specific
extension which prepends a special signature message.

Technical details of the scheme are not given in the paerhew keys are generated
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and distributed, how packets are signed and encrypted.

3.3 Issues of Key Management and Secure Routing

Table 3.1 summarizes the main characteristics and proléthe master key and private
key generation schemes.

Table 3.2 summarizes the main characteristics and prold¢g®up key generation
and agreement schemes.

Key management is an essential and fundamental servicalfbo@a networks. Se-
cure keys should be set up before other services can stag.cdh be achieved by pre-
distribution of keys in network initialization phase. Orgvantage of IBC key manage-
ment is that it saves storage and transmission of public &agscertificates. Many IBC
key management proposals suggest generating master keyiaaite keys online. There
is a problem in this case. Consider the following scenareneed to find a key manage-
ment scheme to design a secure routing protocol. Sinceithacerouting for unicasting,
the only way to distribute keys or key shares is broadcastiafys not secure. It turns out
to be a group key agreement problem, and the group key agnegmuocol cannot use
unicast routing at that time. Thus key management shouldetpton any other online
service if keys are generated online. Unfortunately, m&%y key management schemes
in the literature do not comply with this rule—they rely orcgee routing or online ad-
ministration mechanisms (e.g. out-of-band communicadg shannel) to generate or
distribute keys.

Another issue that needs to be noted for schemes in which teniey is generated
in a distributed manner (e.g. [52]) is Byzantine attackseséhschemes need an initial
policy negotiation process that is a potential target fordytine or active adversaries.
The system may be totally taken over by adversaries. For etieemes in which a TA is
responsible for the master key generation, this issue datesxist.

For group keys, static group keys are less secure than dgngmoup keys, while
the latter takes more communication bandwidth in each ngesshl group key gener-
ation/agreement proposals, some use pairwise commuoncatid unicast routing. Key
generation/agreement messages are distributed via paio@mmunication which relies
on unicast routing. This leads to KM-SR interdependencyecymblem, e.g., in [8], the
group broadcast key is distributed to all candidates ussgective pairwise encryption.
This process requires an existing secure routing mechanism

In-both-master-key and group key generation proposals, ootdem is the use of
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Year | Publica- Main Idea & Contri- Online PKG Key Share | problems

tion(s) bution(s) /Off-line Distribution
TA

2003 | [52] Idea of applying IBC| No Fully dis- | Secure chan-| 1. Technical details of key generation
and threshold cryptog- tributed nel are not given. 2. KM-SR interdepen-
raphy to secure ad ho¢ dency cycle. 3. Threshold cryptogra-
networks phy weaknesses. 4. The network initigl-

ization stage is vulnerable to Byzantine
failures.

2004 | [29, 28] A complete implemen-| No Fully dis- | Temporary 1. KM-SR interdependency cycle. 2.
tion of Khalili's Scheme tributed PKI Threshold cryptography weaknesses. |3.

The network initialization stage is vul
nerable to Byzantine failures.

2004 | [54] Secure Key Issuing Prot Offline Partially Not men- | 1. All KPAs are required to be onling
tocol Using Key Privacy distributed | tioned and available, which is not feasible in
Authorities MANETS. 2. Secure routing is required

to get partial key and signature, which |s
in KM-SR interdependency cycle.

2005 | [58] Multicast group of | Offline Partially Encrypted 1. KM-SR interdependency cycle. 2.
PKGs; Key proxy. distributed | Multicast Distributes partial private keys of PKG

server nodes to the network.

2005 | [96] Offline threshold | Offline Partially Pre- 1. KM-SR interdependency cycle. 2.
D-PKG distributed | distribution More subject to mobile attacks. 3. Dis-

tributes share commitments of D-PKGp

2005 | [79] Lightweight IBC Yes Partially Not  men-| 1. Subject to Sybil attacks [88]. 2. KM

distributed | tioned SR interdependency cycle

2006 | [95] Compromise-tolerant | Yes Partially Not  men-| 1. KM-SR interdependency cycle proh-
Key Generation distributed | tioned lem, or insecurity and broadcasting traf-

fic overhead. 2. Poor scalability.

2007 | [75] Use of the blind signa-| Yes Partially Public chan-| 1. Distribution and storage of passwoid
ture to ensure the ser distributed | nel for each node. 2. Security of private
cure issuing of the pri- keys is not protected. 3. Traffic over-
vate key shares in publig head of broadcasting.
channel

2008 | [93] Another IBC and| No Fully dis- | Not men- | KM-SR interdependency cycle
threshold cryptography| tributed tioned
implementation.

2008 | [87] Implementation of| No Fully dis- | Self- 1. Each DPKG node has to store |n
Deng's scheme in tributed generated memory the temporary public keys af
OLSR routing protocol pub- other DPKG nodes 2. Master public key

lic/private and master private key collection pra-
key pair cess is not secure, because only puhlic
channels are available at this stage. |3.
Does not provide any security protectign
for OLSR routing protocol it relies on
4. KM-SR interdependency cycle

2006 | [60, 49] A PKI-IBC hybrid key | Yes Fixed on| PKI Additional overhead for inter-cluste
management scheme cluster communication.

head

Table 3.1: Summary of Master Key and Private Key Generatmiistribution Schemes
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Year | Publica- | Main Idea & Contri- | Using Static/ | Rounds| problems
bution(s) unicast | Dy-
tion(s) routing | namic
2004 [7,8,6] | A method for com-| Yes Dynamic 2 1. Distribution of the broadcast
puting collisionfree secret leads to either KM-SR
broadcast keys; Use interdependency cycle or scala-
of signatures in bility problem. 2. Node spe
broadcast messages. cific secret is against IBC ad-
vantages.
2005| [92] Authenticating the ex{ No Static | 2 In round 1, each node generates
changed informatior] an ephemeral key and broadcast
without online TTP; it.
Resistance to unstable
links
2008| [21, 22] | Subgrouping a 24 Yes Static | 2 1. Each node generates an
party/3-party Key ephemeral key; 2. Key ex-
Agreement change messages use respective
pairwise communication, which
requires an existing secure rout-
ing mechanism.
2008, [91] Set up the group key No Static | 1 1. Not suitable for dynamig
in one round based on membership. 2. Not intef
IBBE grated with any asymmetric pri-
vate/public key scheme.

Table 3.2: Summary of Group Key Agreement Schemes

temporary or ephemeral public keys: One node generatesetany or ephemeral public
key and distributes it to other nodes. Other nodes then neatote it for later use.
This process is more similar to the way a certificate-basgptasystem works. It is
inconsistent with the essence of IBC, and offsets the adgastof IBC.

Table 3.3 summarizes the main characteristics and proldé&iB< routing protocols
in MANETSs. As an aside, in the network layer, no cryptograjpiaged routing protocol
is immune to denial-of-service (DoS) attacks. The advgrsan bring the system down
by hijacking packets and garbling messages which leadsc&vers consuming limited
resources on wastes. We do not consider this as a problemtinggrotocols. A routing
protocol must satisfy basic security requirements meetian Section 2.2. There have
been some routing protocols for MANETS in environment witlversary nodes, which
do not rely on secure keys, e.g.: Magtial [63] uses a watchdog to monitor behavior of
nodes and a pathrater to find routes among nodes trustw@tityieggeset al proposes
CONFIDANT protocol [17] that rewards nodes forwarding petskand punishes nodes
not forwarding packets; Michiarddt al proposes a reputation mechanism that extends
pathrater-[{66].toe-mere protocols and improves security ®akbwing negative rating.
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Year | Protocol(s)| Main Contribution(s) Routing | Require- problems
protocol | ments  not
based on | satisfied

2003 ODSRP [56]A secure DSR routing protocal DSR Confidentiality, 1. Missing a
using IBC authenticity | key management
scheme. 2. Subjeg
to wormhole attacks.

—

2005| LSRP [71]| Concatenated Signature amndOn- Confidentiality 1. Missing a
verification of routing messagesdemand key management
in on-demand routing protocols routing scheme. 2. Message

protocols signature is concate-
nated and can be
large.
2005| Multi- A authentication mechanismOn- Confidentiality 1. Missing a
signature | with aggregation signature demand key management
Routing routing scheme. 2. Subject
Protocol protocols to wormhole attacks.
[82]

2005| A Security | The security issues of OLSR,OLSR Not clear Details not given.

Architec- | and an architecture including
ture to | multiple securing mechanisms,
Secure
OLSR[2]

Table 3.3: Summary of Secure Routing Schemes

These routing protocols mainly aim at improving routingitalality, and do not provide
authentication of node’s identity, confidentiality, int#g freshness, and non-repudiation
of routing messages, which rely on use of secure keys. To atledtthese requirements,
a cryptosystem with a unique private key for each entity tguneed. However, from
this and the previous sections, we can see that many key magg schemes assume
a secure routing is available; at the same time, many seoutehg schemes assume
secure keys are already available. This chicken-andi&ggéaradox is noted as SR-KM
interdependency cycle problem.

IBC provides many advantages in terms of secure routing. yMamulation works
from above publications show that IBC secure routing sclseim@rove efficiency over
counterparts using traditional cryptosystems. Howevemany of the above schemes
fail to note, we summarize main issues of above proposals:

e Secure routing relies on secure keys that are not availa@tedsecure routing is
set up.

e Many of the routing protocols are subject to various rouatigcks, due to incom-
plete.or-flawed.encryption/signature schemes.
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e Each routing protocol has its own weakness. For examplalibee routing proto-
cols based on AODV are all subject to wormhole attacks.

3.4 Limitations and Weaknesses from IBC

We have mentioned many properties of IBC which make it esfig@ttractive for MANETS.
However, there are still some problems not completely as$d@ which impedes appli-
cation of IBC in MANETS. In this section, we will study “key e®w”, “identity disclo-
sure”, and “identity revocation” problems, and proposaladdress them. We deliberately

omit those explained in Section 3.1 or Section 3.2.

3.4.1 Identity Disclosure

The main advantage of IBC is that the public key of an entityssdentity that is pig-
gybacked and explicit in the message. This leads to the gmobf identity exposure —
the identity of any node is exposed to all others. In some MAMEstems, this is not
desirable, e.g. for those used in battlefield, this may explos identity of a commander
to the enemy, which then enables traffic analysis and inawat glanger.

Special characteristics of MANETSs lend them many secuniig privacy concerns.
One concern is traffic analysis. By definition, it is a passittack such that an adversary
observes network traffic and infers sensitive informatiénhe applications and/or the
underlying system, for example, sensitive informationwtibe communicating entities
[41]. The information could be related to the identitiestod communicating parties, or
to the network traffic patterns or even to the changes in tf@édmpattern. Both packet
contents and header fields can reveal the information ofgiadurces and destinations.
In wireless environments, the adversaries can easily mpansmitted packets and con-
duct traffic analysis. The shared wireless medium introglwggportunities for passive
eavesdropping on data communications. Thus traffic arsalgsine of the most subtle
and unsolved security attacks against MANETS.

To prevent traffic analysis, anonymity is required in the ommication. Pfitzmann
and Hansen [73] defined the anonymity as the state of beinglewotifiable within a set
of subjects, that is, the anonymity set. The anonymity sttdsset of all possible acting
subjects such as human beings, legal persons or computers.
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MASK for Anonymous Communications

Zhanget al propose an IBC anonymous communication scheme in MANETE [Pde
authors identify the problem of malicious traffic analysisMANETSs due to the broad-
cast nature of radio transmission, and propose an anonyomedsmand routing protocol
termed MASK. Derived from work of [10, 4], the protocol enablanonymous communi-
cations by allowing neighboring nodes to authenticate egler without revealing their
identities.

The PKG pre-calculates a large set of collision-resistagugdonyms and a corre-
sponding secret point set. During the bootstrapping plaa$A, distributes system public
parameters. Moreover, the TA furnishes each nbBewith a sufficiently large seP.sS;
of collision-resistant pseudonyms and a correspondinges@oint set. No one but the
PKG can link a given pseudonyms to a particular node or iderdr deduce the corre-
sponding secret point with non-negligible probability. itgs P.S; and nonces;, ny, A
andB can calculate pairs of shared session keyK ey) and link identifier (.inkI D) as:
K g = Ha(Kapl||nl||n2||2-7), Lz = Ha(Kag||nl||n2||2-v+1) (see [94, p. 1943] for
details). SuciSKey, LinkI D) pairs are unique due to collision-resistant hash functions
H, andH,. TheLinkI Ds will be used to identify the packets transmitted betwéemnd
B and theS Key can be used to encrypt, integrity-protect, or authentitaecontent of
the packets if needed.

Based on this anonymous neighborhood authentication sghbmauthors propose an
improved AODV routing protocol which enables communicati@tween nodes without
disclosing the real identity of the node.

The authors evaluate the computation costs of the critiggitagraphic operations in
their scheme. In this implementation, the routing inforimats not authenticated, they
plan to combine MASK with other secure routing schemes teigean anonymous yet
secure routing protocol.

Problems of this scheme are: First, each node maintaingia fat of pseudonyms
and the corresponding private keys for each pseudonym.i§gtesource consuming, and
against advantages of IBC. Second, it can only be used indti routing protocol and
not in any other protocol or any higher layer applicatiorcaiese it uses link identifier to
transport packets among nodes without using real idesitibet there seems no way to
convert link identifier's back to identities.
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3.4.2 Key Revocation Difficulty

Due to the weak physical protection of nodes, node compmsriiscluding key disclo-
sures are very likely in MANETsS. Meanwhile, the infrasturet for certificate or public
key revocation does not exist in MANETSs. Frequent key rehewaprevent such com-
promises are either computationally challenging in sohlutivith distributed on-line key
generation or infeasible in solutions with off-line key geation.

Appending “Expire Time” to the Identity

In the very beginning of IBC, the public key of node ID was catgdl asD;p =
H(ID||EzpireTime) to allow identity revocation [10, 28, 29, 52].

Hoeperet al[47] propose a scheme for key revocation and key renewag@siiBC
scheme in MANET. This work is based on their former work in][4&nd the work of
[26, 62]. To enable key renewal in IBC schemes, they intredacew format for ID-
based public keysD;p, = H(ID||t;||v;), wheret; denotes the expiration date, ands
the version number. The version number always starts Wit every new expiry date
and is incremented with each key renewal for the same date.

New keys can be issued for the same identity after the prewey has been revoked.
And new nodes that join the network can learn about past ations and revocations.
Upon receiving a new key pair and re-joining the network, denonly needs to broadcast
its new public key tan-hop neighborhood. The receivers update the version number
their revocation lists accordingly and set all accusatialu@s for this node to zero. The
level of security can be chosen as performance trade-off.

These proposals append extra information to an identitgiteerate a public key. This
seemingly tiny change in public keys leads to some compdioatin MANETS: It was
first intended for Internet applications where arbitrargritities are accepted, e.g. emalil
services, and works well there. As in the network layer of MAI¢ where identities are
usually fixed, such as MAC addresses or IP addresses, thetydena packet can no
longer be an arbitrary string, and there is no separate foeldrf extra identity. Further-
more, this scheme requires precise synchronization amibngtavork nodes, which is
difficult to achieve in a MANET environment.

Key-update Parameters

Zhanget al[95] propose to use key-update parameters to revoke voig@ccand private
keys;using-a-variant;of the self-healing group key distidouscheme by Litet al [61].
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The key generation was explained in Section 3.1.1.

Before network deployment, key-update parametéfs;(z),l;(1D)}i—1.. m), Where
m is the maximum possible phase index, are distributed tooales. The PKG generates
private keysi; for a node for all phases= 1, ..., m (strictly speaking, the phase-specific
components of private keys which are then combined with rsp#eific components to
generate a node’s private key). The PKG calculates therdiftesy; betweend; series
and a polynomial series;, and distribute the difference seriesto all nodes. At a later
phase, online D-PKGs only provide theseries to unrevoked nodes. In this way, revoked
nodes cannot update their private keys.

Key-update parameters are generated in this way: the PKG pidlistinct2¢¢-degree
polynomials, denoted byl;(z) = S22°

=0 "4y \VPEE AH ) =1,
distinct t°-degree polynomials, denojted Byi(x) = >
y-coordinate of the elliptical curve point represents.

At phasei, a D-PKG node, say/, collects secret shares and generates private key
d;. Z broadcasts the following messagB; := {IDx}xer U{U;j(x) = &(x)u;(x) +
lj(z)};=1,.4, whereA denotes the set of nodes revoked until phage(x) =[], (z —
IDx). An unrevoked nod& can derived/;(ID) = &,(IDp)u;(IDg)+1;(I1Dp), and then
getw;(IDg) = % and thend;, = v;(IDg) + u;(IDg), while a revoked one
X cannot get;(I Dx) becausé;(IDx) = 0.

Though this scheme is novel and sound, there exists a peskdlback: The scheme
does not have good scalability, since the phase-specifiponents of all phases need
to be calculated before network deployment to get key-ugppatameters and furnish all
nodes with them, and size of parameters to be distributedRiKBs is also proportional

to number of D-PKGs.

3.4.3 Key Escrow

Key escrow is inherent in IBC. The PKG or the TA that generat@éste keys for nodes
knows the private key of each node and can eavesdrop the toafiinpersonate it. Al-
though it may be a desirable feature in some cases (e.g. itarpihierarchy), it is a
problem with some MANETS.

Solutions for key escrow problem in general IBC include:

e Using additional private/public key pairs [38]. This sadutis not pure IBC scheme,
andis,againstadvantages of IBC.
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e Using threshold cryptography to distribute the secret kantltiple nodes [10, 54,
15, 20, 67, 72]. We have mentioned problems incurred by timldscryptography
in Section 3.1.

e Key Exchange Protocols without Key-escrow: Hoeper and Gé&ppropose a set
of key exchange protocols without key-escrow, based on th& wf [10, 44].

In these protocols, a TTP computes the private key for eade omging a master
key and node’s public ke§; p, and distributes the key over a secure channel during
network initialization. After initialization, the TTP isat needed, and any two nodes
share a pairwise secret key. To provide forward securitypaadent the TTP from
being a key escrow, the authors propose some protocols. i& fmas of these
protocols is: First,K 45 is divided into two partg<, and K,. Encryption under
K. prevents all other nodes from reading the messages, whérgasused in a
message authentication code (MAC) to enable mutual autiagion. Then, Each
of A and B chooses an arbitrary kelf; and K, separately and exchanges them
using K, and K. A shared session key can be set ughas, = f(K;, K>). By
replacingk; and K, with different forms, different properties can be obtained

The scheme is not applicable to routing protocols, becdaassimes secure routing
is ready.

3.5 Summary of the Chapter

This chapter reviewed previous schemes applying IBC to MABIEand identified main
issues of them: key management and secure routing intexdepey cycle; use of tempo-
rary or ephemeral keys which degrades the scheme to a CBGyldtem; vulnerabilities
to certain attacks; extra overhead and insecurity of brasttty. This chapter also listed
some features of IBC itself that are considered as limitatind weaknesses in MANET
context. We next will analyze these problems and proposearige framework that
addresses these problems.
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Chapter 4

A Novel Key Management and Secure
Routing Integrated Framework

In the previous chapter, we identified the main issue on appBC to MANETs—key
management and secure routing interdependency cycleislctiapter, we analyze this
issue and propose our solution to it—a key management andeseauting integrated
framework. Other issues will be discussed in later chapters

4.1 Basic ldea and Overview of the Framework

Secure routing is the bedrock of a secure MANET. The requeréasimentioned in Sec-
tion 2.2 are the basic requirements for a secure routing. detithese requirements, a
key management scheme is needed (confidentiality is notingrgrtant for routing mes-
sages, but is important for key management messages). @estigvel, key management
schemes can be classified into two categories. The first@gtegakes use of prior se-
curity context distributed before network starts. The selccategory does not depend on
any prior shared context, and is self-organized. We do nudider the second category of
key management schemes capable for secure routing, beébausés no way to meet the
requirements for secure routing mentioned above unlesguaranteed that no adversary
node would participate in routing setup. For example, wenoanerify if the identity
presented by a node really belongs to itself, or if a singl@enases multiple identities.
Thus we only consider the first category in our scheme. Inciisgory, we can distribute
security context in the form of symmetric keys or asymmekags. The latter includes
Certificate-based Cryptography (CBC), and ldentity-baSagbtography (IBC).

41
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Symmetric key solutions are widely used in sensor netwddke reason for this fact
is that in most sensor networks there are base stationableaivhich simplifies sym-
metric key management, but base stations are not alwaylslalesior general MANETS.
Secure pairwise communication with symmetric keys reguio® many keys to be dis-
tributed and stored on nodes. In a traditional symmetrickapagement scheme, if there
aren nodes in a network, each node needs to storel keys and a total ofi(n — 1)/2
keys need to be generated and distributed in the networke8ynkey scheme can only
provide pairwise authentication and non-repudiation, @mes not support network wide
authentication and non-repudiation, because each kegisdlby a pair of nodes at least.

To meet the requirements of secure routing, a cryptosystiémannique private key
for each entity is required. However, many key managemdmrnes assume a secure
routing is available; at the same time, many secure routhgrees assume secure keys
are already available. For example, Ztedwal [99] propose a distributed CA architecture
that can be used in a CBC. The distributed CA can sign privays lof nodes in a dis-
tributed fashion. Many IBC schemes generate private keysdrsame approach using
distributed Private Key Generator (PKG) nodes. These sebarly on some existing
routing or online administration mechanisms (e.g. oubafid communicant, side chan-
nel) to distribute secret shares among the distributed P&¢@&s Thus, they cannot be
used to set up secure routing that would require secure Keyis is noted aiKM-SR
interdependency cycle probld@hapter 3).

We summarize main features and drawbacks of symmetric agygphy, CBC and
traditional IBC in Table 4.1

From the above table, we can see that if we can remove KM-&Rd@pendency cycle
from IBC, it would be the best solution for key management seclire routing.

We consider using IBC in a secure routing scheme because #ahe following
advantages in secure routing which has already been notkd literature:

e IBC eases the process of key distribution. Key exchange agesscan be spared.
Pairwise keys are available with only a few security paramsetlistributed at the
network deployment phase, which is not possible with tradél symmetric key or
CBC cryptosystems. The sender and receiver share a defamiige keyK 4 =
é(da,Qp) = é(dp, Qa) = Kpa without any extra distribution and storage of keys.
This is critical to routing protocols because until routisgset up there seems no
way to distribute or negotiate secret keys among nodes.itimaal symmetric or
asymmetric cryptography requires a large amount of keysstalolite and store.
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KM scheme | Number of Security KM-SR
keys to store Features Interdependency
per node

Symmetric O(n) Confidentiality, | No

Key (n: the number off integrity

Cryptography| nodes in the network|

CBC O(n) Confidentiality, | Yes
(n: the number of integrity,
nodes in the network) authentication,

non-repudiation

Traditional Constant Confidentiality, | Yes

IBC integrity,

authentication,
non-repudiation

Our goal Constant Confidentiality, | No

integrity,
authentication,
non-repudiation

Table 4.1: Features and Drawbacks of Symmetric CryptogtaPpBC and Traditional

IBC

e IBC improves efficiency of secure routing. Once secure kegsaaaiable, I1BC
can be applied to either on-demand routing protocols likeddyic Source Rout-
ing (DSR) and Ad-hoc On-Demand Distance Vector (AODV) Rogtior link state
routing protocols like Optimized Link State Routing (OLSRhe routing mes-
sages are encrypted and signed by the sender and decryutectidfired by the
receiver using IBC. To protect routing messages, on samegigetevel, IBC en-
cryption/decryption is faster, and IBC signature/vertiica is shorter.

Nevertheless, we note that the first advantage does notrmelfial routing setup. First,
in many existing proposals, pairwise keys are availablg after initial routing is set up.
Second, even if pairwise keys are available at initial rogisetup phase, they still have
no use then because pairwise routing is not available. higwseful after routing is set
up, e.g. for routing update.
Here we see a gap between key management schemes and satingeschemes, the
reason is that the first phase of routing setup must defirielyroadcasting, as is done in
every routing protocol. A secure broadcasting scheme idete#or initial routing setup.
This is an insight into the KM-SR interdependency cycle peob
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The solution to break the KM-SR interdependency cycle mobheeds to have the
following properties as prerequisites:

¢ A key management scheme not relying on secure routing, @esteyl by Hegland
et alin [43]. This is required because secure routing should eetdrking without
secure keys.

e A secure broadcasting scheme that meets all the securityreegents listed in
Section 2.2. This is required because the first stage of aeseouting is secure
broadcasting.

We here propose a KM-SR integrated framework. The kernehisfftamework is
a key management integrated routing protocol which breds3R interdependency
cycle. The design of this protocol is based on these notions:

e Key management should not rely on secure routing.

Secure keys should be available before a routing protoadksivorking.

Secure routing starts from secure broadcasting.

To prevent routing attacks, a routing protocol must encayyt authenticate every
message and packet, not only end-to-end, but also hop-by-ho

Some routing protocols have security or efficiency weakegss

The Key Management Integrated Routing Protocol starts avitlusted and protected
network. With the secret system parameters, the nodes caroate with each other se-
curely and set up routing table. The only way of communicabefore routing setup
is broadcasting. The scheme utilizes system parameteB®td derive node-specific
1-to-m broadcast keys. These node-specific Ixttoroadcast keys are used to broadcast
routing messages to all neighbors of a node or all other nodi® network. The rout-
ing protocol decides the destinations of the routing messa@he node-specific 1-ta-
broadcast keys are essential for secure routing. 1-to-4 ¢&ynot be used in routing pro-
tocols, because there is no routing between any two nodesup&haredn-to-m keys
are not secure enough, because there is no authenticatioroarrepudiation, and is es-
pecially vulnerable to compromise because one compronkisgdeveals all encrypted
messages for that group.
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Based on limited distribution of system parameters andritegrated 1-ton broad-
cast keys, a secure routing can be set up. In this schemey-anIbtoadcast key is avail-
able for each node at the routing setup phase thanks to gatdds of IBC. Combining
the use of 1-ton broadcast keys and private keys provides confidentiafitggrity, au-
thentication and non-repudiation at routing setup phasenfiared to previous IBC solu-
tions, this proposal can setup secure routing without the 8®linterdependency cycle,
while the amount of data distributed remains almost the saimehis scheme, secure
keys are available before a routing protocol starts worksagthat a secure routing that
meets the requirements mentioned in Section 2.2 can be sélfauprevent routing at-
tacks, such as wormhole and blackhole, the routing protecotypts and authenticates
every message and packet, not only end-to-end, but alsbyop.

Figure 4.1 illustrates the basic idea of the proposed sclaatéhe difference between
the previous schemes and the proposed scheme. In previmrass, there are three steps
to set up routing and we see four problems in these schemes:

¢ Interdependency cycle between step 2 and 3.

e There is no protection in secure key setup messages, thesaged keys are not
guaranteed secure.

e The system is subject to potential insider attacks, becaitss nodes are not au-
thenticated.

e The system s subject to mobile attacks, and can be takerbgvike adversary [97].

The key point here is integrated key generation. There isxpbait key exchange mes-
sages or key generation phase. Step 2 of previous solusaiagal unnecessary. And
secure routing is ready to start immediately after systerarpater distribution, and all
these 4 problems are addressed in the scheme. The only neineragnt is more control
in secret distribution phase to authenticate particigatiodes and secure the distribution.
We think it is worthwhile to do a little work at beginning irestd of doing a lot later, as an
old saying goes— “Well begun is half done”, let alone for mangctical MANETS, this

is not an extra work.

4.2 Secure Key Generation and Secure Routing Setup

The KM-SR integrated scheme comprises a secure routingqolind integrated secure
keys=Secureroutingprotocol can be based on any standardggrotocol. In our work,
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we choose to use OLSR protocol. The reasons for choosing Git&R

e First, it has high routing efficiency and low traffic overhdadutilizing multipoint
relay (MPR). The core optimization of OLSR is the flooding im&gism for dis-
tributing link state information, which is broadcast in tetwork by selected MPR
nodes. As a further optimization, only partial link statelifused in the network.
The OLSR backbone for message flooding is composed of MPR$. rale selects
its MPRs from its symmetric 1-hop neighbor nodes such tha¢ssage emitted by
a node and repeated by the MPR nodes will be received by adip2rleighbors.
As a result, in order to achieve a network-wide broadcastpadrast transmission
needs only to be repeated by just a subset of the neighboraamde—this subset
constitutes the MPR set of the node [74].

e Second, it has good extensibility in packet and messageafor®L SR allows for
the encapsulation of numerous independent messages asiergewithin a single
OLSR packet. Each message contains a common header whoals dir neigh-
bouring nodes to correctly accept and retransmit the messaak into the network.
Messages are sent into the entire network by using a MPR sgleerd local nodes
prevent duplicate retransmissions of previously proakssessages through the use
of duplicate tables. Control traffic in OLSR is exchangedtigh two different
types of message$4ELLO and TC (Topology Control) message$iELLO mes-
sages are exchanged periodically among neighbor nodesjen  detect links to
neighbors and to signal MPR selectioRhC messages are periodically flooded to
the entire network, in order to diffuse link state infornoatito all nodes. For both
HELLO andTC messages, it is easy to add new fields (such as signaturegrm th
and it is also easy to add new fields (such as signature) orrem@mmessages (we
do not use this feature in this scheme) to an OLSR packet [23].

Secure keys comprise one system public key, one privatedmyqule, one 1-ter broad-
cast key per node, and one pairwise key per paifr— 1)/2 keys in total. All these
keys are derived from IBC system parameters without anyraiherhead or any inter-
action between nodes. And each node only needs to store tedimumber of secure
parameters.

An off-line system administrator is required for the systeetup. The system pa-
rameters are the same as in Boneh-Fraklin’s IBC scheme [H0]G,, G, be two cyclic
groups of order for some large prime, whereG; is the group of points of an ellip-
tic,curve overifzandG, is a subgroup of., andF, is the finite field with primep
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elements.¢ : G; x G; — Gy is a symmetric bilinear map betweéh andG,. The
off-line administrator sets the system public kBy,, assP wheres is a random num-
ber inZ;, and P is an arbitrary point int/IF,, of orderq. The system parameters are
params = (p,q,n, P, Pyuy, H, Hy, H1), whereH : {0,1}* — Zxis arandom oracle hash
function for message signatutgy : IF,. — {0, 1} is a random oracle hash function for
symmetric key generation, arfd, : {0,1}* — F, is a random oracle hash function for
mapping an identity string to a point dii/F,. For a given string D € {0, 1}*, the off-
line administrator generates the private key asd;p = sQp, whereQ,;p = H,(ID)is
apointinE /F, mapped fromY D, and functions as the public key 6D. Every node gets
the system parameters and its private key from the admatastbefore the network starts
up. This can be achieved by gathering authentic nodes atribditng secret securely
right before deploying, for example, by face-to-face comiation, infra-red, or Radio
Frequency (RF) communication in a small and protected area.

After deployment, nodes start to communicate with eachrat@eurely based on fur-
nished secrets. The only means of communication now is bestithg. A node broad-
casts routing messages protected by a node-specifierlmadcast key and its private
key. For this purpose, most existing cryptosystems canaatsed, because they are for
1-to-1 communication, i.e. sending a message to a specdipieat. In our case, we
need to send secure routing messages to multiple recipiardsway that meets all the
security requirements listed in Section 2.2. We proposecayption/decryption and sig-
nature/verification cryptosystem for this 14obroadcasting scheme. The cryptosystem
is based on work of Bone#t al[13] and Cheet al[18].

A node A generates a 1-to: broadcast key in this way:

A computes

g =é(da, P)
k= Ho(g"),

wherer € Z; andr@ 4 # oo (point at infinity).
Other nodes can compute the key as follows:

gr = é(QAa Ppub)r
= é(rQa, P,uw) and
k= Hoy(g"),

wherer@uris-attached in the message.
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When nodeA sends a routing messagé encrypts and signs the message as follows:

e Usesk as encryption key in a symmetric encryption/decryptionhodtsuch a&\ES
to encrypt a messag¥, and gets\/’.

e NodeA signs an encrypted messab:

— Calculatesh = H(M').

— Calculates signature = (h + r)d 4, wherer is the same as what was used in
encryption.

— Sets(M’, 0, 7@ 4) in the message field of routing message

Node A then encapsulates messages in a packet and signs the paekeatais to be
described shortly and broadcasts it to other nodes. Thatignof a packet is attached
in the packet. Figure 4.2(a) illustrates an OLSR packet paitket header, signature, and
encrypted and signed messages. Figure 4.2(b) illustrat®d &R message with message
header, signature, and encrypted and signed messagetconten

In OLSR, after a routing message packet is broadcasted peaehthat has received it
disassembles it and reassembles a new packet if there axystsessage to be forwarded,
for example the TC message, and may need to modify some radtalols, such asime
To Live (TTL) and Hop Count(HC) fields. Therefore, we need a packet signed by its
sender, either the originator or the forwarder of messagjés. signature of a packet is
generated using the private key of the packet sender, fongbeaB signs a packeP as
follows:

e Calculatesh = H(P).
e Calculates signature = (h + r)dg, wherer € Zy andr@g # oo.
e Puts(o,r@g) in the packet signature field of the packet.

In our scheme, when a node receives a pagkdétom nodeB, it verifies the signature
in the way described below:

e Calculateh = H(P’), andhQp.

e Calculate ife(P, o) = é(P, (h+ r)dg) = é(Ppu, (hQp + rQp)) holds.
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(a) A protected OLSR packet
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] Message Content :
FoF—F—F-F-F-F-F=F—F-F-F-F-F-FF-F-F-F-F=F=F-F-F=-F-F-F-F-FF-F-F=
| Message Sighature |

e T e ST I S I S S

| | Signed by the originator

| | Encrypted and signed by the originator

(b) A protected OLSR message

Figure 4.2: Protected OLSR Packet and Message
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If the signature is valid, it further processes messagebkarmpacket. It checks message
header, and accepts messages destined to it, and re-lstsachessages to others if any.

For an accepted messag¥’, o, 7@ 4) from nodeA, a node verifies and decrypts the
message as follows:

¢ \erifies the signature:

— Calculateh = H(M'), andh@ 4.
— Calculate ifé(P, o) = é(P, (h +1)da) = é(Ppu, (hQa + 1rQ4)) holds.

¢ If the signature of a message is valid, it calculates the-d-taroadcast key of the
message originator as explained earlier, and processessage.

With the authenticated routing messages, the nodes in tinriecan set up a routing
table among them using the shortest path algorithm as speaifistandard OLSR proto-
col.

4.3 Summary of the Chapter

In this chapter, we proposed a novel IBC framework with keyhageement and secure
routing integrated scheme that addresses interdepentetwgen these two aspects. The
scheme starts with a constant number of initial secrets tluilmeshed on participating
nodes. From the initial secrets, each node derives ari-hvoadcast key. Nodes can
then broadcast routing messages that are protected bytthe:Ibroadcast key and its
specific private key. This is a pure IBC scheme with no key rganeent and secure
routing interdependency cycle. In the next few chapterspllenalyze security features
and performance of the framework, and enhancements agamsts attacks, limitations
and weaknesses of IBC itself.
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Chapter 5

Security Analysis and Enhancements of
the Framework

In this chapter, we prove the security of the scheme thexalsti and analyze security
features of this framework. Enhancements against varitiasks are also discussed in
this chapter.

5.1 Security features and proof

Security of the proposed scheme is based on assumptiongstaellished and theorems
proved in this paper.

Assumption 1 System parameters are distributed only to authentic nodléseonet-
work and kept secret to adversaries at least until routinggsup.

Assumption 2 AES cryptosystem used in this scheme is hard enough, sortlzat-a
versary cannot break the system and learn the plaintextd dbes not know the key.

Assumption 3 Static Diffie-Hellman (SDH) problem is hard in gro@, i.e.: Given
(P,Q,aP)for P,Q € G, and for some: € Z;, there is no efficient algorithm to compute
a@.

Theorem 1Suppose Assumption 3 is true and the hash functions are naodacles.
The signature scheme in Section 4.2 is secure againstetedtergery under an adaptive
chosen-message attack.

Proof. We prove the security of the signature scheme against extéorgery under
adaptive chosen-message attacks in the random oracle .nt&dstential unforgeability
under a chosen-message attack [40] for a signature schesg&én, Sign, and Verify) is

52
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defined using the following game between a challenger andiegrsary.A:

e Setup. The challenger runs algorithm KeyGen to obtain a public K€wRd private
key SK. The adversary is given PK.

e Queries. Proceeding adaptively] requests signatures with PK on at mgsimes-
sages of his/her choic/, ..., M,, € {0,1}*. The challenger responds to each
query with a signature; = Sign(SK, M;).

e Output. Eventually,A outputs a tupléM, o, r - PK') wherer is a random number,
and wins the game if

1. Mis notany ofM;, ..., M,,.
2. Verify((M, o,r - PK)) = valid.

We defineAdvSig4 to be the probability thatl wins in the above game, taken over the
coin tosses of KeyGen and gf.

We prove this usingroof by contradictiormethod. Supposd is a forger algorithm
that breaks the signature scheme with running tine@d AdvSig4 = . We show how
to construct an algorithr8 that solves SDH irfz; with AdvSigg at leasts” and running
time at mostr’, for all ¢ and 7’ satisfying: &’ > m and7r’ < 7+ ¢1(qu + 3¢s),
wherec, is a constante is the base of the natural logarithg; is the number of queries
A made to the hash functioH, andgs is the number of querieg made for signature.
This will contradict the fact tha, is a SDH group which is given by Assumption 3.

Let P be a generator of;, s €r Z, is the master key kept secret # and B.
Algorithm B is givenP, sP € G;. B's goal is to output()’, € G, given a random point
Q') = raQa In Gy (without knowingr 4).

Setup. Algorithm B starts by givingA P and system public kefg+1')P = sP+1'P
wherer’ € Z7.

H-queries. When A queries the oraclé! at a pointM; € {0,1}*, algorithm 3
responds as follows:

1. If the query already appears on tHelist in a tuple(M;, w;, b;, ¢;) then algorithm
B responds with7 (M;) = w; € Z;

2. Otherwisep5 generates a random caine {0, 1} so thatPr [c; = 0] = 1/(gs + 1).

3. Algorithm B picks a randonb; € Z and computes; < (1 —¢;) +b; € Z;
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4. Algorithm5 adds the tupl€M;, w;, b;, ¢;) to the H-list and responds td by setting

|dentity-mapping-queries. For any given identity D; € {0, 1}*, Algorithm B uses
the random oracléf to produce the corresponding poit on G:

1. Algorithm B runs H-queries to obtain a; € Z; such thatl (ID;) = v;. Let
(ID;,v;, ji, k;) be the corresponding tuple on tf&list. If k; = 0 then reports
failure and terminates.

2. Otherwise, we know; = 1 and hence; = (1 — k;) + j; = ji € Z,. Define
Qi = UZ'P.

3. Outputq);.

Signature-queries. Let M; be a signature query issued lywith identity 7 D;. Al-
gorithm B responds to this query as follows:

1. Algorithm B runs ldentity-mapping-queries to obtainac G;. Let(ID;, v;, j;, k;)
be the corresponding tuple on thelist. We haveQ); = j; P.

2. Algorithm B runs H-queries to obtain a;; € G, such thatH (M;) = w;. Let
(M;,w;, b;, ¢;) be the corresponding tuple on tii&list. If ¢; = 0 thenB reports
failure and terminates.

3. Otherwise, we know; = 1 and hencey; = j; € Z;, ande¢; = 1 and hence

4. Defineo; = (s + ') (wiQ; + r;Q;), wherer; € Z. Algorithm B generates; and
calculatess;:
Qi = viPy oo = (s H ) (wiQi + Qi) = (s + 1) (wi + 1) (v P) = (w; +
i) (visP) + (w; + ;) (v’ P).
Observe that(P, (s+1")(w;Q; +7:Q;)) = é((s+7") P, (w;Q; +r;Q;)) and therefore
o; is a valid signature oiV/; under the public keys + ') P for Q;.

5. Algorithm B gives message signature tugle;, o;, ;Q;) to algorithm.A.

Output. Eventually algorithmA produces a message signature typley, o4, r4Q 1)
for 1D 4 such that no signature query and identity-mapping-quergwssued for\/, and
IDa(aswesupposed existential forgery is possible at the heggrof the proof).
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If there is no tuple on thé/-list containingM 4, thenB issues a signature query itself
for H(M 4) to ensure that such a tuple exists. If there is no tuple or#tHist containing
ID 4, thenB issues a signature query itself f(/ D 4) to ensure that such a tuple exists.

We assume 4 is a valid signature o/, for I D 4 under the given public key. If itis
not, B reports failure and terminates.

Next, algorithms finds the tuplg M 4, w, b, ¢) and(I D 4, v, j, k) on the H-list.

If c=1o0rk =1, Breports failure and terminates.

Otherwisec = 0 andk = 0, and thereforev = H(M4) =1+ bandv = H(ID4) =
147.

Hence, according to definition of, after step 3 of the signature queB/knowso 4, =
(s +7r")(wQa+1a4Qa) = (s+17")[(1 + b)Qa + r4Q 4], and according to definition of
Qa, Qs = s(vP) =s(1+j)P = (1+j)(sP), and then outputs(r4Q 1) ass(raQQ4) =
oa—1"(raQa) — (1 +0)r"Qa — (1 +b)(1 + 5)(sP).

This completes the description of algoritttn

To determine the probability that algorithmi3 solves the SDH problem, we analyze
the three events for algorithif to succeed:

1. &: B does not abort as a result of any.4% signature queries.
2. &: A generates a valid message-signature forgéfy, o4, r4Q ).
3. &: Event&; occurs and: = 0 for the tuple containing/, on the H-list.

B succeeds if all of these events happen. The probal#flify; A &] is
Pr[El N (93] = P?"[gl] . PT[(92|51] . P?"[gg‘gg A 51] (51)

The following claims give a lower bound for each of these ®rm
Claim 1. The probability that algorithnB does not abort as a result of algorithadis
signature queries is at leasye?. HencePr[&;] > 1/e?

Proof. According to the definition of signature-query above, foigaature query to falil,
the possibility is that it fails in &/ -query to obtain av; € G; such thatd (M;) = w;,
or it fails in a H-query to obtain a; € G, such thatd (I D;) = v;. In either failure, the
probability is Pr|c; = 0] = 1/(¢s + 1) or Pr[k; = 0] = 1/(¢s + 1). The probability of
no failure is thusPric; = 1] =1—-1/(gs + 1) or Prik; = 1] =1 —1/(qs + 1).

Since A makes at mosijg signature queries, the probability tHadoes not abort as a
result:of H(My)=nwgpis at leastPr[H (M;) = w;] = Pric;=1]=(1—-1/(gs +1))% >
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1/e, and the probability thaB8 does not abort as a result éf(/D;) = v; is at least
PriH(ID;) =v)=Priki=1=(1-1/(gs+1))% > 1/e.

Hence, the probability tha& does not abort in & -query is atleasPr|[€,| = Pr[H (M;) =
w;] - PrlH(ID;) = v;) > 1/e-1/e = 1/€>. O

Claim 2. If algorithm B does not abort as a result of algorithiis signature queries
then algorithmA'’s view is identical to its view in the real attack. Hené#;[&;|&] > «.

Proof. The public key given to4 is from the same distribution as a public key produced
in Setup step. Responses kibqueries are as in the real attack since each response is
uniformly and independently distributed @&,. All responses to signature queries are
valid. Therefore,A will produce a valid message-signature tuple with proligiait least

e. Hence,Pr[&|& ] > e. O

Claim 3. The probability that algorithns does not abort after algorithi8 outputs a
valid forgery is at least /(g5 + 1)%. Hence,Pr[&s|Ex A &1 = 1/(qs + 1),

Proof. Given that eventg; and & happened, algorithn3 will abort only if A gener-
ates a forgery signature tupl@/4,04,74Q 1) for which the tuple(M4, w, b, c) on the
H-list hasc = 1 or the tuple(IDy, v, j, k) on the H-list hask = 1. ¢ andk are in-
dependent of4’s current view. Therefore, according to the generatiorcfiom of ¢;
andk;, Pric =0/ A& = 1/(¢gs + 1), andPr [k = 0|&; A &) = 1/(gs + 1). Hence,
Pr (&€ A &) =1/(qs + 1)* as required. O

Combining the bounds from the claims above in Equation 5dlvshthat algorithm
B produces the correct answer with probabilityvSigs = ¢ > w as required.
B’s running time is the same a4's running time plus the time it takes to respond;to
signature queries, ariths + gy H-queries (each signature query callsquery twice).
Each query requires a constant time Hence, the total running time is at mast <

T+ c1(qy + 3qs) as required. This completes the proof of Theorem 1. O

The proof of Theorem 1 resembles the method and procedudamugE3].
Theorem 2 Suppose Assumption 1 is true. The Istdsroadcast key: in Section 4.2
is only known to authentic nodes.
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Proof. The 1-tom broadcast key i& = Hy(g"). To getk, one needs to know' . Since

é(da, P)
é(QA> Ppub)r
é(TQA> Ppub)

g’l“

There are three ways to calculate
e Knowdy andP.
e Know @4, P, andr.
o Know r@ 4 andp,,;

For an adversaryp), andr@ , are publicly known from a message or packet,
P and P,,;, are unknown according to Assumptionsigannot be calculated fromt) 4
according to discrete logarithm problem on elliptic cutv&nly from Q4 or rQ 4, an
adversary cannot deduée O

Based on the above assumptions and theorem, it is clearhthgtroposed scheme
provides confidentiality, integrity, authentication,dhmess and non-repudiation.

o Confidentiality:All routing messages are encrypted using the hstbroadcast key.
To decrypt the message, an entity needs to know decryptipi kéccording to
Theorem 2 and Assumption 3.2, an adversary cannot caldhlatesy and cannot
decrypt the message without a correct key.

e Integrity: All routing messages and packets are signed by messageaidgs and
packet senders. The recipients verify the signature ofirguydackets and messages
before accepting them. Since the hash function is collisesistant, an altered
image cannot go through with an unchanged signature. Tleustégrity is verified.

e Authentication:All routing messages are signed by the originators. Accaydo
Theorem 1, an adversary not knowing the private key of a nadea generate a
valid signature; thus a message with a valid signature ctreaticate the identity
of the originator of the message. For the same reason, amsatlyeannot forge a
message with a valid signature, and authenticity of messagmnsured.

e Freshness:Since all routing messages are signed by the originatocsrding to
Theorem:lanadversary cannot forge a message or modifyaahgfa message.
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With a timestamp inside a message and system-wide syncatam, a replayed
message or an out-of-order message can be easily diffet@hfrom original one.
The freshness of routing messages can be ensured.

e Non-repudiation: A routing message is signed by the originator using its peiva
key, and a routing packet is signed by a packet sender usrgiitate key. The
private key is only known by exactly one node. According t@dtem 1, any other
node or any adversary cannot forge a signature on a messaggeanity; thus the
node that has generated or forwarded and signed the messagy#® deny signing
the message.

5.2 Supporting Threshold Cryptography without Mobile
Attacks

Threshold cryptography is of great importance to IBC: MaB¢ Ischemes use it for key
generation and update/refresh, for addressing ident#tgiasure and key escrow prob-
lems, or for dynamic membership management. We need to suppeshold cryptog-
raphy because we might need some of these features in socnenstances. However,
as we descripted in Chapter 3, threshold cryptography lmae thsues when used in IBC
schemes.

¢ Interdependency cycle between secure routing and key reare&g: The KM-SR
integrated framework has addressed this issue.

e Proximity-caused insecurity: Since there is no KM-SR id&ggrendency cycle, there
is no need to bring a threshold number of PKG nodes in a proyimnd there is
no proximity-caused insecurity.

e Mobile attacks: This is the only remaining issue we needdkléin this section.

In mobile attacks, a mobile adversary could move to compsemiultiple nodes and
reveal the secret shares of them in order to recover thets@oreounter mobile attacks,
many proposals use secret refreshing mechanism in whichtsdtares are updated in
intervals and new shares cannot be combined with old onesctuver the secret, e.g.
[99]. They assume a mobile adversary cannot compromisegéranuthentic nodes within
the share refreshing period. We do not think this assumipractical, as suggested by
Merwe et.akin [65]=\We also see some loopholes in this sahdigainst mobile attacks:
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1. If there are more than one mobile adversaries(im a+ 1) threshold cryptosystem,
they can compromisé+ 1 nodes and revedl + 1 shares within one refreshing
interval, and collude to recover the secret.

2. A single adversary can compromise a node at one time, kehaekdoor, and read
new shares later, if the compromised node has not been eeétantl revoked in
time. Then in a refreshing interval, the adversary does Betlrto compromise
t + 1 nodes, but only need to collect+ 1 shares. This saves a great magnitude of
time and makes it possible for the adversary to win the game.

Once the system master key is recovered, the adversary dact inew adversary nodes
by generating legal private keys for them, masquerade atith@odes, and launch Syhbil
attacks. They can even take over the entire network.

5.2.1 Enhancement against Mobile Attack

Based on the KM-SR integrated framework, we propose an @einaent that refreshes or
updates master key and private keys so that the mobile atsacknnot compromise these
keys. The assumption of the scheme is a cooperative ad-tionkein which identities
of nodes are authenticated by the TA and system parameteistributed by the PKG
before dispatching, so that the initial status of the neki®secure.

Previous solutions suggest dividing system master key gnatironline nodes or a
small group of them. The mobile attackers can recover theenksy by compromising
a number of nodes holding the secret shares above the thdesfmimprove security,
the basic idea of our scheme is that the secret is dividedtwaoparts: static part and
dynamic part. At any time after the dynamic part has beenrmgée, the working system
master key is the combination of static part and dynamic. pale static part is kept
offline, so that adversaries cannot locate and compromaieptirt. The dynamic part is
generated and refreshed online as previous solutions d@iline nodes do not know the
static part, so the mobile adversaries cannot get that pantiethey compromise enough
number of the online nodes.

With the KM-SR integrated framework proposed in previouaptkr, when the net-
work starts up, nodes start exchanging routing messagestially, a secure routing is
set up using routing messages protected by the initial se€oeavoid key compromise
by mobile attackers, we update the master kegystem public key>,,;,, and private key
of each node corresponding to The new master key is updated with two parts: static
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part—s,, that is always equal to initial master kaygenerated by the offline adminis-
trator, and dynamic partsgz,, generated by all nodes contributively. New system public
key and private keys are determined by the new master key.ségwit + 1) threshold
cryptography to generatg,,, so thats,,, can then be recovered by 1 nodes out of.
nodes who participated in the generation. This increasataanity of key generation or
update in a dynamically changing network environment.

After the initial secure routing is set up, nodes can comicateiwith each other using
pairwise communication. Since there is no more KM-SM inégehdency cycle, the
previous key management schemes (such as those in [99] 8@&f2 applicable. Nodes
can now update their private keys on-line, to fight againgpto-analysis against initial
secrets, or to fight against mobile attacks. To this end, \ggesst dividing the master key,
system public key, or a private key into a static part and adyin part, and updating the
dynamic part only. The static part is the initial master lsgsgtem public key, or the initial
private key.

Assume there are nodes in the initial network. Each nodé randomly chooses
a secretk; and a polynomialf;(z) overZ, of degreet, such thatf;(0) = k;. Node
C; computes his sub-share for no@e asss;; = f;(j) for j = 1,2..n and sendss;;
securely toC; using pairwise secret keyk(up = é(da, Qp) = é(dp,Qa) = Kpa)
or secret session key (for example, the session key genweiati45]). After receiving
n — 1 sub-shares, nod€; can compute its share of dynamic part of master gy as
S;=>"ssi; =y ., fi(j). Any coalition oft+1 shareholders (assume the1 nodes
form a sefl) can jointly generate a new secret kgy,, as in basic secret sharing [99]:

t+1

Sayn = Y Sili(2)]a—0 (Modq), (5.2)
=1
wherel;(z) = %, (i,j € T) is the Lagrange coefficient; andx; are node in-

dexes derived from node identities. Due to the homomorptopgrty of share refreshing,
the jointly generated dynamic part of master keyis, = > ki = > ., f:(0).

For each initial node with identity D; in the network to get the new system public
key P, and refresh its private key, it contacts nodes using pairwise secret keys. Each
of the ¢t nodes generates for the requesting node a secret share dyriheic part of
system public key; P, and new dynamic part of private kéy(Q);, using its own share of
dynamic part of master keyS;, and sends them to the requesting node. After collecting
t shared secrets from other nodes separately and genetatimgn share, the (+ 1)-th
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share, the requesting node can calculate the new dynantiofsstem public key

t+1

=1 (5.3)

and its new dynamic part of private key

t+1
digy, = Z[(Sz‘ Qi) - 1i(2) |2=0]
=1
(5.4)
as Hj;éz( x])
= Z (Si - Qi) —==].
Hj;éz('rl x])

Note thathubdyn = Z?:l fZ(O) -P= Sdyn P anddidyn = Z?:l fZ(O) . Qz = Sdyn ° Qz It
then combines the parts frotmodes and its initial system parameters to get the system
public key and its private key. As a result, the new masteri&ey

s" = s+ Sayn; (5.5)
the new system public key is
P = Poup + Poubgy (5.6)
and the new private key of nodes
di = d; + dj,,,. (5.7)

Note that the new master kayactually does not exist on any node. We show it just for
explaining the new public key and new private key. The ihjtiablic key P,,;, (now the
static part of new public key) is kept by all nodes so that tifieme administrator can sign

a message using its initial private key and other nodes aaiy tausing the initial public
key. This is useful when the off-line administrator admitsesv node to join the network.
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5.2.2 Support for Dynamic Membership

When a new node with ID D, needs to join, its public key is explicit &, = H,(ID,).
What it needs to get is system public key and its private k&g question here is that the
new node knows nothing about the latest secret among aidhettes then and cannot
join their communication, and the authentic nodes canndgguif the new node is an
adversary or not. To tackle this question, the offline adstiator is essential. The new
node first contacts the offline administrator and gets thgalrsystem public keyP,,,
(now the static part of new public key), its initial privateykd, (now the static part of
its private key), and an “entrance ticket” signed by the adstiator using its private key.
The new node then contacts 1 nodes, presents the “entrance ticket” that can be verified
using the initial system public key (now the static part ofvreystem public key), and
getst + 1 shares of the dynamic part of system public k8y;, ., and dynamic part of
its private keyd,, .. Since the secure routing is already established, the nele oan
communicate with remote nodes through its neighbors. It t@mbines the dynamic
part of system public key and dynamic part of private key wiitial ones (static parts),
as explained above?) | = P, + Ppub,,, andd, = d, +d,,, .

One thing needing to note is that the new node does not hawer@astdynamic part of
master ke, Sy, as original nodes. This may deteriorate the usability ofopmance
of threshold cryptography in the long run, sincenif— ¢ original nodes have left the
network or died at some time, there are not enough nodes &panew nodes, and the
network can no longer be autonomous or self-organizing. itecate new shares of
dynamic part of master key,,,, each of thé +-1 nodes, holding secret sha¥g generates
for new nodep a new share from its own share using Lagrange polynomial;(p) =
S; - % After receivingt + 1 shares from these nodes, the new node can calculate
its own share simply by summing up these shasgs= ZE S;l;(p). At this point, the
new node has no difference than the initial nodes, and carheinetwork communication
and secret updates.

When a node leaves the network, nothing needs to be donesuthiesnumber of
remaining nodes approaches 1 in which situation a new lower+ 1 is determined at
each node by calculating on the number of nodes in the rotéiblg. For a returning
node that leaves the network temporarily, it needs to chkeekversion of keys when
returning. If its version is not the latest, it needs to gmtigh the procedure for a new
node; otherwise it can return and join directly.

To ensure the consistency of the system public key and prkats, we suggest each
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secret share have an attached sequential number countfoseeret update. Only shares
with the same sequential numbers can generate new keyba@tavely. In this scheme,
each node can get the system public key and its new privaievdnput master key being
revealed to any node. The adversaries cannot get the magtanless they compromise
both the offline administrator and at least 1 online nodes.

5.2.3 A Working Example of the Scheme

We design an example to illustrate the scheme. Assume thefeiaitial nodes, and the
initial master key generated by offline administrator (tlee static part of master key) is
6. The contributions of a new dynamic part of master key bahnodes are shown in
Table 5.1. The procedure of generating shares of dynamicopanaster private key is
shown in Table 5.2.

Node Secret and Polynomial

1 54 10z + 22

2 12 + 20z + 222

3 15 + 30x + 322

4 18 + 40z + 42°

5 22 + 50x + 5

Dynamic Part of | 54+124+154+18422=72
Master Key

Table 5.1: Contributions of Dynamic Part of a New Master Key

Node Sub-shares from Node £s;;) Share  of
Master Key
5
1 2 3 4 5 O ssiy)

=1

1 16 34 48 62 77 237

2 29 60 87 114 142 432

3 44 90 132 174 217 657

4 61 124 183 242 302 912

5 80 162 240 318 397 1197

Table 5.2: Sub-shares and Shares of Dynamic Part of a NeweM&sy
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New Share of Dynamic Part of Master Key New

Node Share
1 2 3 4 5

1-5 237 432 657 912 1197 -

6 144 -1824 3192 1512

Table 5.3: New Node (6) Gets Its Share of Dynamic Part of Md&tgy

To recover the dynamic part of the master key from 3 nodes2g8%, using(3, 5)
threshold cryptosystem, these nodes first calculate Laggraolynomials then the dy-
namic part of new master key,,, = S5, Sil;(0) = 432:1,(0)+912-15(0)+1197-15(0) =
72. And the new master key i€ = 72 + 6 = 78.

When a new node Nod@joins the network, it gets its static part from offline admin-
istrator, and share of dynamic part of new master key caledfiom shares of nodg 4,

5, as is shown in Table 5.3.

5.3 Enhancement against Blackhole Attacks

In blackhole attacks, an adversary node advertises itsdffaging the shortest path to
some other nodes, and then receives the traffic to these .ndthesadversary then can
choose to drop the traffic or redirect it to nodes pretendiniget the destination. There
are two cases in this type of attacks:

5.3.1 Without Compromised Nodes

This type of attacks can be prevented by the KM-SR integratedework already: an
adversary node cannot advertise forged routing messagésaionodes, because it cannot
forge the required signature.

5.3.2 With Compromised Nodes

If there are some nodes compromised, the adversary cantigdviarged routing mes-
sages using the authentic identity and signature of a campeal node. To fight against
this attack, we can verify a routing information with its glebor’s attestation or certificate
assuming its neighbor is not compromised. We need somesateim routing messages:
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At beginning of routing setup, each emp#§ELLO message (the initidiELLO message
before neighbor recognized) has its key information (sietimestamp) and originator
address signed by the originator, and attach the key infoomand signature in the mes-
sage (originator address is implicit in the message). LasmhHELLO message carries
updated key information and signature, and each neighharased in aHELLO or TC
message is accompanied with the key information and sigaftum the originaHELLO
message from that neighbor (the advertised neighbor isrtgmator when verifying the
signature).

This scheme is a simplified version of Raffo’s [74]. In hisposal, neighbor’s attesta-
tion is updated for each update of link status, so that attiestis nested and can be very
large. For example, a neighbor information ilBELLO message witlsYM_NEIGHBOR
link status needs to include attestation faiBLLO message witlsYM_LINKIink status
which needs again to include attestation fadBLLO message wittASYM_LINKIink
status. Finally, a neighbor information i EELLO message witlsYM_NEIGHBORNk
status needs 3 key information fields and 3 attestationsywtke, blackhole attacks could
be successfully launched. In our scheme, we only includeattestation—the original
one from that neighbor, and require that a symmetric linklmarset up only when both
ends of the link provide valid attestations from each othetheir TC messages; in this
way, a falseHELLO message does not lead to a false route.

Figure 5.1(a) and Figure 5.1(b) show the structure 6fEL.LO message and &C
message with neighbor’s attestations.

If there are enough nodes compromised in the network so tiegtd¢an collude to
forge false routing advertisement, per-advertisememadige is insufficient to detect the
attack. We will need measures against denial-of-servieelksd to be discussed shortly.

5.4 Against Wormhole Attacks

In wormhole attacks, adversaries can collude to transpatirrg packets out of band. In a
routing packet, there are two types of routing messagesotiaémessages and the global
messages. The global messages are meant to be propagandiitewdes; so wormhole

attacks to these messages are not harmful, but actuallyafaléo Only messages that
are meant to be exchanged locally, for example, neighboerddement, should not be
distributed out of neighborhood. To detect the local ragiimessages distributed out-of-
neighborhood, we can use time-based method and locatsedbaethod.
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Figure 5.1: Structure of OLSRELLO andTC Message with Neigbor’s Attestations
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e Time-based methodIf precise timestamps is available in routing messages, our
KM-SR framework has them signed in the message by the messag@ators. A
packet from a previous time or a different place which traxbrough more hops
bears a previous timestamp, and can be easily distingufsbradcorrect ones.

e Location-based methodin MANETs where GPS or other locating devices are
equipped on nodes, location-based method can be used tafgimnst wormhole
attacks. In one of our previous work, we designed an OLSR-plugeployment
Information (DI) message to exchange deployment inforomatirhe specification
of the DI message can be found in our previous paper [98], leupngsent a short
summary here. Figure 5.2(a) shows the structure of the D$aggswhich includes:

— Node Location & Velocity

— Node Deployment Profile: The deployment profile serial numbeised to
indicate the current deployment profile that is configuretheanode.

— Node Status Information: Node Status Information field edu® carry alarms
to the Deployment Tool. Such alarms include equipment matfons and
configurable alarms specified in the node deployment profile.

— Number of Neighbours: The Number Of Neighbors field is the benof one-
hop neighbours for which there is a link quality measuremesiillt available.

— Neighbour Information Block: A Neighbour Information Blo¢see Figure
5.2(b)) contains a one-hop neighbour description. Theeensighbourhood
information block for each one hop neighbour, and the neaghtoood infor-
mation block has two fields:

x TheNeighbour IDidentifies the one-hop neighbour. In our implementa-
tion, we used IPv4 address as an identifier. We assume thatlthhesses
are allocated and configured in advance.

x TheLink Quality Parametedescribes the level of connection to the neigh-
bour based on link measurement.

Although this DI message plug-in was not originally desufe security purpose, it pro-
vides enough information to fight against wormhole attatksit in use in our proposed
KM-SR integrated framework.
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(a) The Structure of the DI Message (b) Neighbour Information Block

Figure 5.2: OLSR Deployment Information Message

5.5 Against Other Routing Attacks

With or without modification or addition, the scheme is alsamune to the following
attacks:

e Spoofing and Sybil Attacks: With this type of attacks, an adversary node attempts
to take over the identity of another node. These attacks egmdyented by authen-
tication feature of the cryptographic scheme.

e Eavesdropping and Traffic Analysis: Due to wireless communication features of
MANETS, an adversary may eavesdrop and analyze traffic iaihé his type of
attacks are prevented by confidentiality feature of the mehe

e Modifying a routing message or packet:An adversary may try to modify a rout-
ing message or packet content to propagandize false routiognation. This is
prevented by integrity feature of the scheme.

¢ Denial-of-service Attacks: Denial-of-service (DoS) attacks can be applied by ad-

versaries on various layers of an MANET system to block prog@asmission of
legitimate traffic. In general MANETS, one type of DoS attagkadversary nodes
advertising false or true routing messages and particigani routing setup but ac-
tually not in traffic forwarding, thus leads to network matdé@tion. This type of at-
tacks are not possible in our KM-SR integrated frameworkalise authentication
of nodes and messages prevents this behavior by adversiegsrtheless, some
behaviors of authentic nodes may have also this effect @etfishnesgescribed
below). Another type of DoS attacks is to propagandize fate#ing messages
that are meant to consume limited communication and cortipotd resources of
authentic nodes.
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On network and application layers, monitoring and accosaystems are effective
countermeasures against DoS attacks. The proposed frakndaes not provide a
monitoring and accusation system by itself, but provideslial ¥edrock for such a
system.

¢ SelfishnessThis is actually not an attack, but rather a malfunction shemodes
of the system. An authentic node may have some reasons notwartl traffic
that it should forward, for example, to save its energy, @ just blocked in some
specific terrain. The effect of selfishness is similar to deaof-service attacks. This
type of attacks can be detected and prevented with the me=assed against denial-
of-service attacks in which selfish nodes are treated egasladversary nodes.

¢ Rushing Attacks: In reactive routing protocols, to limit the overhead of fiowg,

each node typically forwards only one ROUTE REQUEST origngafrom any
Route Discovery. If the ROUTE REQUESTS for this Discovergfarded by the
attacker are the first to reach each neighbor of the targst,dhy route discovered
by this Route Discovery will include a hop through the attckthis is because
when a neighbor of the target receives the rushed REQUES the attacker, it
forwards that REQUEST, and will not forward any further REERI's from this
Route Discovery.) Thus if the adversary forwards route esgfaster than valid
ones, then the discovered route would include the adver3dmg only applies to
reactive routing protocols. In our scheme, we choose a pveamuting protocl
and do not have to worry about this type of attacks.

e Record-and-replay Attacks A node can record a message or a packet from some
place and replay it somewhere else, or record a packet at Soraend replay it
some time later.

Record-and-replay attacks on message level are not aleaitatihe proposed KM-
SR integrated framework, since every packet is signed arnfieceand there is no
possibility to replace a message in a packet. If we only sighe messages but
not the packets, the adversary would be able to apply remoddreplay attacks by
replacing a message with a recorded valid message.

On packet level, the adversary may record and replay areguaicket which con-
tains inappropriate routing messages. To detect an ooteHr message, the mes-
sage sequence number in a message is meant for this. To datecit-of-date
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routing message, we can include in the signed routing mesdage-based infor-
mation. To detect a local routing message distributed éueayhborhood is sim-
ilar to detecting wormhole attacks, we can use locatiorethasformation as was
described in Section 5.4.

5.6 Summary of the Chapter

This chapter presented proof of security of the cryptog@pbheme of the framework,

analysis of the security features of the framework, and imitguand enhancements
against various attacks. Performance-related issuedwitliscussed in the next chap-
ter.
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Chapter 6

Simulation Results and Performance
Analysis of the Framework

In this chapter, we analyze computational complexity of ¢thgtographic scheme and
efficiency of the KM-SR framework from perspectives of tnanssion overhead and end-
to-end delay. We also demonstrate performance of the framkewith practical sim-
ulation. For scalability, we give an evaluation model adooy to communication and
computational overhead per node.

6.1 Computational Complexity and Efficiency Analysis

The encryption/decryption and signature/verificatioresohs used in our KM-SR frame-
work are of high efficiency and low complexity, compared toestexisting cryptographic
schemes.

e Encryption: The 1-tan broadcast encryption key generation takes 1 pairing com-
putation, 1 exponentiation computation, and 1 hash comipataNote that the most
time-consuming pairing computatié(d 4, P) can be precomputed once and for all
so that encryption requires no pairing computation. Enooygds fast due to use of
symmetric key cryptography.

e Decryption: The 1-ton broadcast decryption key generation takes 1 pairing com-
putation and 1 hash computation. Decryption is fast due ¢oafisymmetric key

cryptography.
o Signature:=The;signature operation takes 1 hash comput&iscalar multiplica-

71
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tion computation. One optimization of the scheme is to usgealfi for each() 4

and save () 4 for ) 4. This saves both communication and computational respurce
with sacrifice of storage space.

¢ \erification: The verification operation takes 1 hash corapah, 1 scalar multipli-
cation computation, and 2 pairing computation.

Comparison to existing cryptographic schemes is sumnaiizdable 6.1 and Ta-
ble 6.2

Our BF [10] HIDE [39] DHIDE [39] | IBEWOR
Scheme [11]
Encryption | 1IE+1H+1X 1E+2H+1P | 1IE+2H+1M | 1IE+2H+1M | 1E+5M
+1M+1X +1P+1E +1P+1X
Decryption | 1H+1P+1X 1H+1P+1X | 1H+1P+1X | 1H+1P+1X | 1A+1I+1M

Computations: A—addintion, H—hashing, I—inversion, E-perentiation,
M—scalar multiplication, P—pairing, X—XOR (To comparerigion the
same security level, we evaluate with XOR insteadBSin our scheme here.)

Table 6.1: Comparison of Our Encryption/Decryption Schevite Others

Our BLS[14] | BSS[9] | MSS [9] | AGG [12] ZSS [90]
Scheme
Signature | 1H+2M | 1H+1M | 1H+3M | 1H+1M | 1H+1M | 1H+1l
+1M
Verification| 1A+1H+ | 1H+2P | 1H+2P | 2P 1H+2P | 1A+1H
1IM+2P +1M+2P
Computations: A—addintion, H—hashing, I—inversion,
M—scalar multiplication, P—pairing

Table 6.2: Comparison of Our Singature/Verification Schevitke Others

From these tables we can see that our encryption/decryptibeme is among the
highest efficient ones, and our signature/verification sehes just slightly worse than the
highest efficient ones. As a side note, we have considereligihest efficient schemes
and realized that they do not exactly match our key managesatieme in MANET
context.

www.manaraa.com



CHAPTER 6. SIMULATION RESULTS AND PERFORMANCE ANALYSIS 73

6.2 Transmission Overhead Analysis

In this section, we evaluate the transmission overhead efsdture routing protocol,
compared to standard OLSR.

6.2.1 IBC Encryption/Signature Overhead in OLSR Packets

The average size of a standard OLHRLLO packet is488 + 40n bits, and of a standard
OLSRTC packet is384 + 32n bits, wheren is the number of advertised neighbors of this
node, considering the IPv4 header (160 bits), the UDP he@&debits), and the OLSR
packet header (32 bits + 96 bits per message) [23, 74]. Weressach OLSR packet
contains onyHELLO or TC messages. This is the worst case scenario, as including more
control messages in a packet would reduce the overhead.

In the proposed scheme, a signature is a point on an elliptiec To save space,
we can transmit only the x-coordinate and a sign bit. Thelwad added by a packet
signature is 512+1=513 bits with 512-bit IBC, and 256+1=BB&3 with 256-bit IBC. The
overhead added by a message signature and encryption i488P3 bits with 512-bit
IBC, and 256+1=257 bits with 256-bit IBC. Thus, the size ofahet with aHELLO
message advertising neighbor nodes is513 + 513 + 488 + 40n = 1514 + 40n bits
when using 512-bit IBC, and57 + 257 4 488 4+ 40n = 1002 + 40n bits when using
256-bit IBC. The size of a packet with BC message advertising neighbor nodes is:
513+ 5134384+ 32n = 1410+ 32n bits when using 512-bit IBC, arth7 + 257+ 384 +
32n = 898 + 32n bits when using 256-bit IBC. Figure 6.1(a) and Figure 6.Hinjw
the overhead per neighbor in a stand&f8LLO/TC message and IBC encrypted and
signedHELLO/TC message, in a network with 1 to 40 potential neighbors peendbe
figures demonstrate that overhead for per neighbor adedrtiecreases dramatically in
all scenarios and the difference between encrypted mesaadganon-encrypted messages
quickly becomes ignorable when the network size and the euwitpotential neighbors
per node increase. More intuitively, Figure 6.1(c) and Feg6.1(d) show the ratio of
IBC scheme overhead per neighbor to standard overhead whaghproaching 1 when
n is getting larger. This is because when more neighbors ateded in a message,
the overhead of signature of packet and message is sharedreynodes, and per node
overhead is decreased and approaching to standard levis.mBans that the cost per
node is lower in a dense network (in which each node has mare2@ neighbors) than
in a sparse network.
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Figure 6.1: Transmission Overhead of a OLSR Packet wHIEBLO or TC Message

6.2.2 IBC Encryption/Signature and Neighbor’'s Attestation Over-

head in OLSR Packets

The transmission overhead added by neighbor’s attestetiamge. For each neighbor
advertised, a key information and signature are attachegirfator address is implicit in
the message). Assume we use a 32-bit timestamp as key irtformand 513 or 257
bits for signature. The size of a packet wittH&ELLO message advertising neighbor
nodes is:1514 + (40 4+ 32 + 513)n = 1514 + 585n bits when using 512-bit IBC, and
1002 4 (40 + 32 + 257)n = 1002 + 329n bits when using 256-bit IBC. The size of a
packet with arC message advertisingneighbor nodes ist410 + (32 + 32 + 513)n =
1410+ 577n bits when using 512-bit IBC, ar&h8 + (32 + 32 + 257)n = 898 4 321n bits
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when using 256-bit IBC. Figure 6.2(a) and Figure 6.2(b) stimswoverhead per neighbor
in a standardHELLO/TC message and IBC encrypted and sigh#lLO/TC message
with neighbor’s attestation, in a network with 1 to 100 poigmeighbors per node. Fig-
ure 6.2(c) and Figure 6.2(d) show the ratio of overhead of EBfCrypted and signed
HELLO/TC messages with neighbor’s attestation to standard overireachetwork with

1 to 100 potential neighbors per node.
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Figure 6.2: Transmission Overhead of a OLSR Packet witkBLO or TC Message with
Neigbor’s Attestation

From these figures, we can see that per neighbor overheadhgealmost constant
when number of neighbors increases. This is because neiglhltestation is per-neighbor
information, when number of neighbors increases, atiestalata increases proportion-
ally.
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6.2.3 An Optimization to Transmission Overhead

In situations where communication capacity is limited, cae choose to trade off be-
tween transmission overhead and computational overheadva& noted in [13], some
elliptic curves produce:-bit signatures and the discrete log problem on these cusves
reducible to a discrete log problem in a finite field of sizeragpmately2°". Using this
type of curves, fon-bit security we get signatures of siz¢6 bits. This can dramatically
reduce size of signatures.

The size of an OLSR packet withHELLO message advertisingneighbor nodes is:
[513/6] x 2 + 488 + 40n = 660 + 40n bits when using 512-bit IBC, an@57/6] x 2 +
488 + 40n = 574 + 40n bits when using 256-bit IBC. The size of a packet with@
message advertising neighbor nodes is{513/6] x 2 + 384 + 32n = 556 + 32n bits
when using 512-bit IBC, anf257/6] x 2+ 384+ 32n = 470+ 32n bits when using 256-
bit IBC. Figure 6.3(a) and Figure 6.3(b) show the overheadneghbor in a standard
HELLO/TC message and HELLO/TC message with compressed IBC signatures, in a
network with 1 to 40 potential neighbors per node. Figurédj.8nd Figure 6.3(d) show
the ratio of overhead of a compressed IBC encrypted and ¢igi¢LO/TC message to
standard overhead, in a network with 1 to 100 potential i@ghper node.

The size of a packet withldELLO message advertisingneighbor nodes with neigh-
bor’s attestation isf513/6] x 2 4 488 4 (40 + 32+ [513/6])n = 660 + 158n bits when
using 512-bit IBC, and257/6| x 2+488+ (404324 [257/6])n = 574+ 115n bits when
using 256-bit IBC. The size of a packet witifT& message advertisingneighbor nodes
with neighbor’s attestation i§513/6] x 24384+ (32+32+4[513/6] x 2)n = 556+ 150n
bits when using 512-bit IBC, anj@57/6] x 2+ 384+ (32+32+[257/6])n = 427+ 107n
bits when using 256-bit IBC.

Figure 6.4(a) and Figure 6.4(b) show the overhead per neighla standartHELLO/TC
message anHELLO/TC message with neighbor’s attestation and compressed IBC sig
natures, in a network with 1 to 100 potential neighbors petenoFigure 6.4(c) and
Figure 6.4(d) show the ratio of overhead of a compressed IBE&ypted and signed
HELLO/TC message with neighbor’s attestation to standard overheadyetwork with
1 to 100 potential neighbors per node.

From these figures, we can see that the overhead is signifigadiuced by com-
pressed IBC signature compared to original one. We alsohsg¢aéighbor’s attestation
brings too much overhead. If this feature is needed, we glyauggest using compressed
IBC signature.
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Figure 6.3: Transmission Overhead of a OLSR Packet wiEBL O or TC Message with
Neigbor’s Attestation and Compressed IBC Signatures

6.3 Simulation Setup

We have implemented the KM-SR framework in NS-2, a popul&wvaek simulator for
MANETS, using cryptographic primitives from MIRACL librawversion 5.5. The bilinear
mapé we use is the Tate pairing. The elliptic cuiizeve use is Type A supersingular curve
y* = 2 + x defined over the finite field, (p is a prime any = 3 mod4). We use a
160-bit Solinas prime!® + 217 + 1 asq, and use a 256-bjt and a 512-bip to compare
performance. We simulate an ad hoc network with 10 to 40 nod#srmly deployed in
a700 x 500 m? square field. The physical-layer path loss model is the &yoarodel. The
radio propagation range for each node is 250 meters and #mehcapacity is 2 Mb/s.
The base MAC protocol used is the DCF of IEEE 802.11. Node htphbises the random
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Figure 6.4: Transmission Overhead of a OLSR Packet wiEBL O or TC Message with
Neigbor’'s Attestation and Compressed IBC Signatures

waypoint model with maximum pause time 10 seconds and marispeed 1 m/s. CBR
sessions are used to generate network data traffic at ra@ekti/2 and packet size of 512
bytes. We execute the simulation on a computer with Intee€bDuo 2.8GHz CPU and
running RedHat Linux AS4.

6.4 Simulation Results and Analysis

We start the simulation with the environment and parametenstioned above. We run
simulations in 9 rounds which are the permutation of netvgizke 10/20/40 and crypto-
graphic settings.no-cryptographic-operation/256-b&/812-bit IBC. Each round is ex-
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ecuted for 10 simulated minutes and each data point regeeaamaverage of ten runs
with identical traffic models. After simulations are exemlit we analyze results from
simulation logs and draw the figures below.

Figure 6.5 shows end-to-end delays of routing messagesurezhby the difference
between sending time and receiving time, in network siz€@@0 and cryptographic
settings no-cryptographic-operation/256-bit IBC/51PHBC.

Figure 6.6 shows delays added by IBC cryptographic opersitice. delays with the
256-bit and 512-bit IBC minus delays with standard OLSRirguinessages in same sim-
ulation setup. We compare the delays added by 256-bit IBGagebit IBC in 10/20/40-
node networks.

From these figures, we observe that:

e There is a noticeable jitter in routing message delays, lisditter increases when
number of nodes increases. The reason of this is that whebeoh nodes in-
creases, the number of routing messages a node receivem@isases and the
number of hops a routing message travels through may alssaee, and the travel-
ling time taken by a routing message from a 1-hop neighbotl@dne by a routing
message from a multi-hop node differ a lot. Because of theyption/decryption
and signature/verification operations on every hop, thareemuting scheme am-
plifies this difference.

e The proposed KM-SR framework does not cause any substdegahdation in the
network performance. Communication and computationallee is stable in all
scenarios. For example, in the 40 node setting, the averggyg df routing mes-
sages without cryptographic operation is about 0.002 skdbe average delay of
routing message with 256-bit IBC is about 0.004 second, hedverage delay of
routing messages with 512-bit IBC is about 0.006 second. famed to the simu-
lation results measured in many other schemes (mostly @€dnsl to 0.1 second)
for example [94] and [28], the delay added by secure routingur framework is
acceptable.

As a sidenote, we would like to show to interested readersdngparison between
elliptic curve cryptographic operations and RSA: Gengralh elliptic curve whose order
is a 160-bit prime offers approximately the same level ofusiéc as RSA with 1024-
bit [71]. And the performance comparison is shown in Tabl8-[86].
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Table 6.3: Comparison of Performance of Elliptic Curve Gogpaphic Operations, DSA
and RSA (in milliseconds) [86]
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6.5 Scalability Analysis

When the network size is increasing, there is more and maffectto be transmitted and
processed on each node, and thus performance will defidigeiyease. This is concerned
as scalability of a scheme. In the simulation of our KM-SRrfeavork, we have simulated
network size up to 40. It is infeasible to simulate a largeesietwork, and actually
unnecessary if we can estimate and evaluate the impactwbriesize to the performance
of the framework.

As our KM-SR framework is based on OLSR routing protocol,cbmputational and
communication overhead brought BNELLO messages is proportional to the number of
neighbors of a node, and not the number of nodes in the netv@rly the computational
and communication overhead broughtliy messages is proportional to number of nodes
in the network. As is specified in OLSR protocol [23]C message interval is 2.5 times
of HELLO message interval. The number of neighbors of a node hasiagcediue (let’s
saynb,...), and does not change after the ceiling value is reached oVérall overhead
changes much slower oneg,,, is reached.

1e+006 T ;
with 512-bit IBC —+—

900000 I with 256-bit IBC -
without cryptography ------

800000
700000
600000
500000
400000
300000

Traffic (bits) per MPR node

200000
100000

0

50 100 150 200
Number of nodes

Figure 6.7: Traffic Model of the KM-SR Integrated Framework

We take the traffic amount to be received and processed by aMdBR to calculate
computational and communication overhead of a node andaio&e scalability of the
scheme. This is the worst case because a MPR node forwarddH&dd O message
andTC message and has more traffic than normal nodes. When netizeris $¢ess than
nb,.z, traffic to be received and processed by a MPR node is causedthyHELLO
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messages an@iC messages. Again we consider the worst case—assume all teodes
be neighbors. According to transmission overhead evalnati Section 6.2, in &C
message interval, the traffic amount to be received and gseddby a MPR node is about
(1514 4+ 40 x n) x n x 2.5+ (1410 + 32 x n) x n = 5195 x n + 132 x n? for 512-bit
IBC, (1002 + 40 x n) X n x 2.5+ (898 + 32 x n) x n = 3403 x +132 x n? for 256-bit
IBC, and (488 4+ 40 x n) x n X 2.5+ (384 + 32 x n) x n = 3050 x n + 132 x n? for
standard OLSR without any cryptographic operation.

When network size is abové,,.., traffic to be received and processed by a MPR node
comprises that from neighbor nodes (as calculated abowk}hat from non-neighbor
nodes. Traffic from non-neighbor nodes is caused by dymessages. The increased
traffic amount from each non-neighbor nodé430 + 32 x nb,,,., for OLSR with 512-bit
IBC, 898 + 32 x nb,,., for OLSR with 256-bit IBC, and84 + 32 x nb,,., for standard
OLSR. The number of non-neighbor nodes is nb,,... The overall traffic amount to be
received and processed by a MPR node FCanterval is therefore”; + (1410 + 32 x
Nbmaz) X (N —nbyq, ) for OLSR with 512-bit IBC,Co + (898 4 32 X nbynaz ) X (n—nbiaz )
for OLSR with 256-bit IBC, and’’; + (384 + 32 X nbye:) X (n — nby,,,) for standard
OLSR, wherg;, C5 andC}; are constants denoting the traffic amountsiat,. point for
each case correspondingly.

Figure 6.7 shows the estimated traffic of a MPR node Ttainterval of the frame-
work for network size 0 to 200, withb,,,. set to 40. We collate this model with the
previous simulation results and find that they match withheatber. This model gives a
rough picture of the scalability of the framework. From timedel, the network designer
can decide how many nodes are supported depending on bahcndiprocessing power
of nodes.

As a sidenote, we need to mention that all above calculatidreatimation are based
on IPv4 packets. When applied to IPv6, the length of a packatiér and the length of a
message header are increased by a constant, and messédgeéslergeased in proportion
to number of neighbors advertised in the message. The trasismoverhead model and
traffic amount model do not change much. A curve just moveslitfjeaas a whole.

6.6 Summary of the Chapter

This chapter analyzed performance of the proposed frankewdemonstrated simulation
results, and evaluated its scalability. In the next chapewill present how to integrate
solutions:;telimitations and weaknesses of IBC itself.
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Chapter 7

Addressing Limitations and Weaknesses
of IBC

So far, we have presented a novel IBC framework that addsessé issues of apply-
ing IBC to MANETS. IBC itself has some limitations and weakses. In this chapter,
we propose solutions to these limitations and weaknesdes.rédason we present these
solutions in a separate chapter, instead of part of the frame is mainly that although
we start from the perspective of the KM-SR integrated fraoréwwe aim to achieve
solutions generic to all IBC schemes.

7.1 Addressing ldentity Disclosure

We realize that the major vulnerability of MANETS, in corgt#o wired networks, is lack
of perimeter security due to dynamic topology and membprahd wireless communi-
cation characteristics. In context of anonymous commuioicathe lack of perimeter
security leads to the difficulty of specifying the anonynsst. For ad hoc networks that
make use of use of an offline authority [65], we suggest usiiagex system secret to
provide perimeter security which separate authentic nrdes adversary nodes, so that
the anonymity set can be differentiated and protected. \Opqae some general-purpose
identity (i.e. sender and receiver IP addresses in MANET&nY techniques that can
be used in any routing protocol and also in any higher laygtiegtion in ad hoc net-
works. With an identity-protection key shared among auilberodes, all real identities
are hidden from adversaries. Network designers can appsettechniques in their rout-
ing protocols and applications with little modification aextension work.

84
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If identities are simply encrypted using existing cryptstgyns, the real identities are
hidden to outsiders. However, adversaries can still applffi¢ analysis and statistics
to encrypted identities, and infer some information regaydhe real identities. For ex-
ample, an encrypted identity with a higher traffic in batdkfiis more likely to be a
commander than other nodes.

A working identity hiding scheme for MANETSs should have tloddwing properties:

1. Identities in packets in the air should look totally rando

2. Encryption and decryption should be computable for anttbenodes: the sender,
receiver, and nodes en route, but not computable for outdeesesdroppers.

3. Packet format should not change, or the change shouldrbpattle with existing
routing protocols. In other words, it is better to have na&fteld and no extra
message added to a packet.

We adopt a commonly used assumption that the adversary methwrk cannot attack
below the network layer such as MAC (Medium Access Contfgl attack [56]. We
consider this to be a basic feature of the wireless commtiarcéechniques used, for
example, the IEEE 802.11 series. Many cryptosystems casdxbto satisfy requirement
2, without breaking requirement 3 — just take the addresshasaay input, and encrypt
and decrypt it. But satisfying requirement 1 is not triviagcause regular encryption
systems do not generate random output for the same inpua¢tbal identity). Random
output requires adding random portion to the fixed input.

The basic idea of our schemes is to encrypt the source anchatest I[P addresses
with a random number using some popular cryptosystem, andrmit the random num-
bersin the IP header option field if there is no other spaca them. We name the random
number used “Identity Hiding Parameter”. In IPv4, the “ltdgnHiding Parameter” can
be placed in “options” field of the header. In IPv6, the “Idgnididing Parameter” can be
placed in “Hop-by-Hop Options header” of extension hea@eatie of the Next Header
is ‘0" in IPv6 header). Figure 7.1 illustrate the modified ieaand extension header in
IPv4 and IPv6 packets.

7.1.1 AES-based Scheme

Standard AES has a fixed block size of 128 bits and a key siz€&f1192, or 256 bits,
and for specific input and key, the output is always the samesider applying the cryp-
tosystem:tolP-addresses in MANETS, the input is fixed, andélyeshould also be fixed
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(a) Identity Hiding in IPv4 Packets (b) Identity Hiding in IPv6 Packets

Figure 7.1: Identity Hiding in IPv4 and IPv6 Packets

and pre-distributed; but we want the output to be random.sTiwe need some revision
or reorganization to AES cryptosystem.

A Scheme for IPv4 Addresses:

We distribute a 128-bit ke¥ to all authentic nodes when dispatching. An IPv4 address
m is 32 bits long. We generate a 96-bit random numbtar each packet. We append
the random number to the IP address and encrypt it with a #28HS cryptosystem:
¢ = AESg(m + r, k). The first 32 bits of resulted 128-bit output are placed inlthe
address, and the rest in the option field. An authentic nodeygdes the original 128-bit
plaintextasn + r = AESp(c, k), and gets the 32-bit addressi¢ of no use now).

For example, we choose the kky= a3b2¢3d6 f2¢6e8561278164546¢d3515. Assume
the IPv4 address to be encryptednis = 126.140.216.213 (7e8cd8d5 in hex). In one
packet, choose a random number-as 11000000a1¢3b8d54e34156 f. Then,

c=AESg(m +rk)
= AESE(7e8¢d8d511000000a1¢3b8d54€34156 f,
a3b2¢3d6 f2c6e8561278164546¢d3515)
= b7 fec8edbdac86dT7d8947729 fbc6e919.

The first 4 byteB7FCC8CD (i.e. 183.252.200.205) is placed in the IP address field, and
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placeBDAC86D7D8947729F BC'6E919 in the option field of the header. To decrypt,

m+r = AESp(c, k)
= AESp(b7 fcc8cdbdac86d7d8947729 fbc6e919,
a3b2¢3d6 f2c¢6e8561278164546¢d3515)
= 7e8cd8d511000000a1c3b8d54e34156 f.

The first 32 bits are the original IP address.
In another packet, choose a random number as 11000000a1c3b8d54e34156¢.
Then,

c=AESg(m +rk)
= AESE(7e8¢d8d511000000a1c3b8d54e34156¢,
a3b2¢3d6 f2c6e8561278164546¢d3515)
= 2f8748eb04b57c2 fd89cdc f39075572c.

The first 4 byte® f8748eb (i.e. 47.135.72.235) is placed in the IP address field, aacepl
04B57C2F D89C DCF39075572C in the option field of the header. Note that although
the random numbers selected are only 1 bit different, thdtexstencrypted addresses are
different on every bit. To decrypt,

m+r=AESp(c, k)
= AESp(2f8748¢b04b57c2 fd89cdc f39075572c,
a3b2¢3d6 f2c6e8561278164546¢d3515)
= 7e8cd8d511000000a1c3b8d54e34156 f.

The first 32 bits are the original IP address.

A Scheme for IPv6 Addresses:

We distribute a 128-bit key to all authentic nodes when dispatching. An IPv6 address
m is 128 bits long. We encrypt it for a packet in the followingss:

1. Generate a 128-bit random numbernd place it in the option field of extension
header.
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2. Using AES as blackbox, encrypt = AESg(r, k);
3. Usingk; as key and AES as blackbox, calculate encrypted addresgd E.Sg(m, k1),

and place: in the address field.

Accordingly, we decrypt an encrypted address in the folhgnsteps:

1. Take the 128-bit random numbefrom the option field of extension header.

2. Using AES as blackbox, encrypt = AESg(r, k);
3. Usingk; as key and AES as blackbox, calculate decrypted addtessAE Sp (¢, k).

For example, we use the same key as in Section 7.1.1. Asseniiewé address to be
encrypted i$F1B:DF00:C E3E:E200:0020:0800:2078: E3E3. In one packet, choose a
random number as =a115862311000000a1¢3b8d54e34156 f. Then,

ki = AESE(r, k) = 18d1995807 fdOeab fc47717e f907alc3,

C = AESE(m, ]Cl)
= AESE(5f1bdf 00ce3ee200002008002078¢3e3,

18d1995807 fdOeab fcAT717e f907alc3)
= d7ael18429 f9bb5e60914 f5 f092ba f b45.

DT7AFE:1842:9F9B:B5E6:0914: F5F0:92BA:F B45is placed in the IP address field. To
decrypt, a node calculatés in same way as above.

m = AESD(C, kl)
— AESp(d7ae18429 f9bb5e60914 5 f092ba fb45,
18d1995807 fdOeab fc47717e f907alc3)

= 5 f1bdf00ce3ee200002008002078e3e3.
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In another packet, we choose a different random numberas
a115862311000000a1c3b8d54e34156¢. Then,

ki = AESg(r, k) = 3512de51 £d9903¢26 f03¢86¢2df a507Tb,
c=AESg(m,ky)
= AESE(5f1bdf 00ce3ee200002008002078¢3e3,
3512deb51 fd9903¢26 f03c86e2df a507b)
= 8cd1b2¢d2a33b98bd9d4d78bc89eTcT1.

8CD1:B2CD:2A33:B98B:D9ID4:D78 B:C89FE:7C71 is placed in the IP address field.
To decrypt,

m = AESp(c, ki)
= AESp(8¢d1b2¢d2a33b98bd9d4d78bc89e7cT1,
3512de51 fd9903¢26 f03¢86e2df a507b)
= 5f1bdf00ce3ee200002008002078e3e3.

7.1.2 RSA-based Scheme
Algorithm:

The standard RSA algorithm produces fixed output for a fixgdiinso we modify it as
follows:

1. The system administrator chooses secret primasd ¢ and computes = pq,
o(n) = (p—1)(¢g —1). nand¢(n) are distributed to authentic nodes before dis-

patching.

2. For each packet, nodé chooses a randomwith gcd(e, ¢(n)) = 1, and encrypts
IP addressn in the packet as = m® (modn). c ande are sent in the packet.

3. An authentic node computds= ¢! (mod$(n)), upon receiving the packet, and
decryptsc by m = ¢? (modn).

The security foundation of the algorithm is the same as th&,R@mely thelnteger
Factorizationproblem: the modulus and encryption key are made public; only those
who know the factorization of can calculate(n) and the decryption key. In a network
systemythefactorization of is a system wide secret (in casés not large enough, even
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n is secret), but changes for each packet, thus only authentic nodes canataldwand
get the real identities.

Applying to IPv4 Packets:

An IPv4 address is 32-bit long, thus the transformed addsesdso 32-bit. For simplicity,
we show the case in which the moduluss a 32-bit integer. Accordingly, the largest
length ofe is also 32 bits, or 4 bytes. In the IPv4 header options, one blfyttype” and
one byte of “length” are required, and 2 bytes padding isireguor alignment, so the
total length of the option is 8 bytes.

For example, lep = 65479 (a prime number)q = 64591 (a prime number), then
n=p-q= 65479 - 64591 = 4229354089, ¢(n) = (p — 1) - (¢ — 1) = 65478 - 64590 =
4229224020. Assume the IPv4 address to be encrypte2?is0.0.0 (m = 3758096384 in
decimal). In one IP packet, we choose the encryptionkeandomly as: = 9007. The
encrypted address is= m® modn = 3758096384°°7 = 188128951 (mod4229354089),
i.e. 11.54.158.183. The encrypted address is placed in the IP address field qiatiet.
¢(n) is shared secret among authentic nodes,transmitted in the header option of the
IP packet; so an authentic node can calculate the decrypépd = ¢! mod ¢(n) =
9007-! = 1317553303 (mod 4229224020), and then decrypt the IP addressras= c?
modn = 1881289511317553303 = 3758096384 (mod4229354089).

In another packeg, is chosen another number. Assume 9011, then the encrypted
address iss = m® modn = 3758096384 = 2953896956 (mod 4229354089), i.e.
176.16.227.252. An authentic node can calculate the decryptionkey e modg¢(n) =
901171 = 829324031 (Mod4229224020), and then decrypt the IP addressias= ¢ mod
n = 2953896956829324031 = 3758096384 (mod4229354089).

Applying to IPv6 Packets:

An IPv6 address is 128 bits long, thus the transformed addsedso 128-bit. For simplic-
ity, we show the case in which the modutugs a 128-bit integer. Accordingly, the largest
length ofe is also 128 bits, or 16 bytes. We plaeen the Hop-by-hop option header
immediately after IPv6 header (Next header = 0 in IPv6 head&me byte of “type” and
one byte of “length” are required, and 6 bytes padding isireqguor alignment, so the
total length of the option is 24 bytes.

For example, lep = 18446744073709551557 (a prime number); = 18446744073709
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551533 (a prime number), then

n = p-q = 340282366920938460843936948965011886381(less thar!%®),
d(n) = (p—1)- (¢ — 1) = 18446744073709551556 - 18446744073709551532
340282366920938460807043460817592783792.

Assume the IPv6 address to be encryptédris B: D F00:C' E3 E: E200:0020:0800:2078:
E3E3 (m = 126421374655918995273183870066405991395 in decimal). In one IP
packet, we choose the encryption kesandomly as: = 9007. The encrypted address is

c = mfmodn = 1264213746559189952731838700664059913957°07
= 259104061544288900162192625529409559801
(mod340282366920938460843936948965011886881),

i.e. C2ED:A088:948 F:4635:0589:880B: F'6 E8: DC'F'9. The encrypted address is placed
in the IP address field of the packet(n) is shared secret among authentic nodes,
transmitted in the extension header of the IP packet. Anemtithhnode can calculate the
decryption key

d = e 'moda(n) = 9007 !
= 106010027931625771180699894643517858479
(mod340282366920938460807043460817592783792),

and then decrypt the IP address as

m = ¢'modn
= 259104061544288900162192625529409559801"
106010027931625771180699894643517858479
= 126421374655918995273183870066405991395
(mod340282366920938460843936948965011886881).

In another packeg is chosen another random number. Assume 9011, then the
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encrypted address is

¢ = mmodn = 126421374655918995273183870066405991395%1!
= 218386055390514149206611613922146001358
(mod340282366920938460843936948965011886881),

i.e. A44B:9F D5:TCF4:ECFE5:339C:B448: E0OC A:21CE. An authentic node can cal-
culate the decryption key

d=e'modp(n) = 901171
= 26320808982787049959217544355772075275
(mod 340282366920938460807043460817592783792),

and then decrypt the IP address as

m = ¢?modn
= 218386055390514149206611613922146001358"
26320808982787049959217544355772075275
= 126421374655918995273183870066405991395
(mod340282366920938460843936948965011886881).

7.1.3 ElGamal-based Scheme

Algorithm:

In ElIGamal algorithm, there is a random number used for eaebsage, and it is an
essential requirement that the random number used eactbanddferent. This means
the ElGamal is already very close to the requirements of antity hiding scheme. The
following algorithm is very similar to standard ElGamal atghm, the only difference
being in the key distribution:

1. The system administrator chooses a large primes primitive rootg, and a ran-
dom integerk (less thamm). n, g andk are distributed to authentic nodes before
dispatching.

2. For each packet, nodéchooses a random integerand encrypts IP addressin
the packet as = m - ¢*" (modn). c andg” are sent in the packet.
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3. An authentic node, upon receiving the packet, decryptsm = ¢/g"* (modn).

Applying to IPv4 Packets:

Again, for simplicity, we show the case in which the modulus a 32-bit integer. Ac-
cordingly, the largest length &fis also 32 bits, or 4 bytes. The total length of the option in
the IP header is 8 bytes, taking consideration of one bytéypE”, one byte of “length”,
and 2 bytes of padding.

For example, lets = 4294967291 (a prime number less that?), andg = 2 (a
primitive root ofn). Choose the key as= 59. Assume the IPv4 address to be encrypted
is 126.140.216.213 (m = 2123159765 in decimal). In one IP packet, we choose the
random number randomly as- = 1798435485 (less tham). The encrypted address is
c=m- g modn = 2123159765 - 259171355 = 4901974492 (Mod 4294967291), i.e.
250.117.10.220. The encrypted address is placed in the IP address field p&itieet.n, g
and k are shared secrets among authentic nogless transmitted in the header option
of the IP packet. So an authentic node can decrypt the IP sgldien = ¢/¢"* mod
n = 4201974492/21798435485% = 9193159765 (mod 4294967291).

In another packet, we choose the random numleesr = 7586249853 (less tham).
The encrypted addressdss m - ¢*" modn = 2123159765 - 25°7°%%4%% = 1975954819
(mod4294967291), i.e. 76.13.134.131. The encrypted address is placed in the IP address
field of the packet. An authentic node can decrypt the IP addasm = c¢/¢"* mod
n = 1275954819 /27586249853%% = 9193159765 ( mod4294967291).

Applying to IPv6 Packets:

Again, for simplicity, we show the case in which the moduluss a 128-bit integer.
Accordingly, the largest length d@fis also 128 bits, or 16 bytes. We plakén the Hop-
by-hop option header immediately after IPv6 header (Neatlke = O in IPv6 header).
The total length of the option is 24 bytes, considering onee lof “type”, one byte of
“length”, and 6 bytes padding is required for alignment.

For example, letn = 340282366920938463463374607431768211297 (a prime num-
ber less than'?®), andg = 5 (a primitive root ofn). Choose the key ds= 59 (less than
n). Assume the IPv6 address to be encryptédis B: D F'00:C' E3 E: E200:0020:0800:2078:
E3E3 (m = 126421374655918995273183870066405991395 in decimal). In one IP
packet, we choose the random numbeandomly asr = 1798435485 (less thamn).
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The encrypted address is

c=m-¢" " modn
= 126421374655918995273183870066405991395-
01798435485
= 11327223807265498558802956817597549780
(mod340282366920938460843936948965011886881),

i.e. 0885:8B40:6 B7B:1D07:13B3:B3F9:5819:4C D4. The encrypted address is placed
in the IP address field of the packet.g andk are shared secrets among authentic nodes,
g" is transmitted in the header option of the IP packet. An axttb@ode can decrypt the

IP address as

m = c/g""modn
= 11327223807265498558802956817597549780/
51798435485 59
= 126421374655918995273183870066405991395
(mod 340282366920938460843936948965011886881)

In another packet, we choose the random numbandomly as = 126346546799798.
The encrypted address is

c=m-g¢" modn

= 126421374655918995273183870066405991395-
559126346546799798

= 119086206211554693843012791568616584700
(mod340282366920938460843936948965011886881),

i.e. 5997:2B46:F6F1:FB19:4FAE:A0D6:26 EE:F5FC. The encrypted address is
placed in the IP address field of the packet. An authentic madedecrypt the IP ad-
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dress as

m = c/g"*modn

= 119086206211554693843012791568616584700/
5126346546799798 59

= 126421374655918995273183870066405991395
(mod340282366920938460843936948965011886881)

7.1.4 Comparison of the Schemes

The aboveRSAbased and&ElGamatbased schemes require a modulus number. Because
there are some requirements for choosing this modulus nusgeeified by the algo-
rithms, it cannot be exactly equal to the maximum IP addrésthis modulus number
is greater than the maximum IP address, the length of thdtedsaddress may also be
longer than standard length, and there will be definitelysekeld for extra bits. If this
modulus number is less than the maximum IP address, it caavet all IP addresses.
Fortunately, large addresses are reserved for future uBestandards, and are not really
used currently. If for any reason these addresses are teeldews can extend the address
field by 1 extra byte—using 40-bit modulus for IPv4 and 136fdni IPv6 addresses—and
accommodate the transformed address in the “enlargedéasidield—putting the extra
byte to the “Identity Hiding Parameter” field. In contraste AESbased scheme does not
have this limitation, because the last step is not modulesatipn, and thus all values
representable by the address field can be encrypted.

Another concern for compatibility is the option field or exseéon header that requires
implementation on all hosts and routers in a network. Wecedtiat forRSAbased and
ElGamalbased scheme, it is not trivial to avoid the option field oteesion header,
because in both of them, a random number is needed to accgragaacket to decrypt
the hidden address. RSAbased scheme, the security level is dependent on the lehgth
the random number. If the random numben the packet is small, it is subject to crypto-
analysis. InElGamalbased scheme, the random numbein the packet is always of
length defined by modulus.

For AESbased scheme, security level is not dependent on the lefdkie random
number; so we can integrate a short random number (we namserdrhblet) into the
address field. This is applicable because a MANET is not threonnected to Internet,
so we really do not need a 32-bit address field. In most casks;hdt or 24-bit address
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is big enough for a MANET. For example a 16-bit IP address cmommodate 65,536
hosts; so we have space for a 16dmtambler In this way, the IP address itself contains
a random number, but the randomness only happens on fixeanitae need to diffuse
it to the whole field. If we pass the transformed IP addrestAEScryptosystem, the
output is a random number on every bit. For a 128-bit IPv6 eskirwe can pass it to a
standard 128-bIESblock cipher. For a 32-bit IPv4 address, we canAE&in MR_CFB
(Cipher Feed-Back) mode as a stream cipher to diffuse tlaerdaer bits.

Figure 7.2 shows the simulation result of processing IP\#tegbes witiAESusing 8-
bit scramblerin 250 packets. An original IP address 192.168.0.1 is sciesntandomly
to different addresses in the range [0.0.0.0, 255.2552555.

IP addresses in packets
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Figure 7.2: Scrambled IP Addresses

Compared to previous proposals in literature, our schemsetmafollowing advan-
tages: while previous proposals seem to focus on certatmgpprotocols, our scheme
can be applied not only in any routing protocol, but also ig protocol or application
on higher layers; while previous proposals use either ps@reys or a large number
of pseudonyms, our scheme only relies on a small number edistebuted parameters.
The idea of this scheme is based on our notion of achievingralind perimeter secu-
rity of MANETS by pre-distributed system wide secrets, an@pplicable to MANETS
with offline authority, such as communication systems fdoljgusafety, emergency and
disaster applications.
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7.2 Addressing Key Revocation Difficulty

Combined with the previous identity-hiding scheme, we ps®pa key revocation scheme.
To facilitate identity revocation, we divide IP addressa® itwo categoriesLong-term
addresseshat do not expire and are implicitly valid until explicitugcation, andshort-
term addressethat expire after a while until explicit renewal. The firspg/of address
ends with bit0; the second type ends with A long-term address has 16 bits scrambler.
A short-term address has 8 bits scrambler and 8uailislity counter (This is a general
scheme. The length can be adjusted as will be discussedy3hort

Validity countercan be used in several ways, for example:

¢ Indicating the count of packets sent from this addraésidity counterof an ad-
dress decrements each time when a packet is sent from thesaddCorrespond-
ingly, each node en route maintains in the routing table éheevofvalidity counter
for each short-term address, and checks this value in eatefpalf this value is
not decremented or reaches 0, the packet is discarded. hiitenta packet, the
encrypted address is used, and is decrypted upon reception.

¢ Indicating time span of validity of this addresgalidity counterindicates number
of days, or number of hours, etc. the address is valid afterdse. Other nodes
calculate the expiry time when they first receive a packenftiois address, store the
expiry time for each node, and check against the expiry tiaoh éime they receive
a packet from this address. If the expiry time is reached,auiet is accepted any
more.

When a short-term identity expires, the administrator hasight to renew its validity
by broadcasting aldentity Renewal Messag&heldentity Renewal Messagentains the
addresses to be renewed, the naldity counterof each address, the timestamp, and is
finally signed by the administrator (Sign and verificationgesses are similar as those for
entrance tickeexplained earlier in Section 5.2). The network nodes upitheie validity
countertable according to thilentity Renewal Message

When a node with short-term or long-term identity is compis®d or dismissed, or a
node with short-term has finished its task ahead of schethdedministrator can revoke
its identity at any time needed by broadcastingldentity Revocation MessageThe
Identity Revocation Messagentains the addresses to be revoked, the timestamp, and is
signed by the administrator. Each network node maintaiev@cation list according to
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theldentity Revocation Messag€&he node checks the identity of each packet it receives
against the revocation list and discards the packet witllantity in the list.

Although theldentity Renewal Messagadldentity Revocation Messageechanism
is no better than existing schemes, the useatility counterminimizes the need of iden-
tity renewal and identity revocation, which provides a laghkeliability and saves much
traffic overhead. Since all identities are encrypted, ti@sreases the possibility of an
identity being stolen or impersonated by adversaries. Rortgerm identities, the length
of validity counterfield can be adjusted according to specific task so that thdityal
expiration keeps step with task progress. With the linotatf validity counter the ben-
efit an adversary stealing an identity is limited. Thus tlgn#icance of revocation is
also decreased—even the identity is stolen by advers#nas is very limited room they
can do with it. For example, in a network with 1000 nodes, waiage 200 of them are
short-term nodes and 800 are long-term nodes, among longredes 10% are detected
compromised later, and there is no synchronization meshanith previous schemes,
280 revocation messages need to be sent. With our scherhe yilidity counteris set
to proper length, the number of revocation messages is @nly 8

7.3 Addressing Key Escrow

The scheme we proposed for prevention of mobile attacks atid®e5.2 also addresses
the key escrow issue. With the KM-SR integrated framewotfteranitialization phase,
the nodes can generate pairwise secret key that is keyvefie®, and contribute to a dy-
namic part of master key. The new master key is comprised ghardic part and a static
part, and thus is unknown both to the offline administrata @nonline nodes, since the
offline administrator does not know the dynamic part whickept secret by a threshold
number of online nodes, and the static part is kept secretlioeonodes. The new private
key of a node is known only to the node. The new system publidkenly known to
the online nodes. The administrator does not have the mesgerithout cooperation of
other nodes. Thus, the online nodes can communicate withather confidential to the
offline administrator, but online nodes can still commutecaith offline administrator
using the initial static keys.
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7.4 Summary of the Chapter

This chapter presented our solutions to address limitat@omn weaknesses of IBC itself,
namely the identity disclosure problem, key revocatiofialifty problem, and key escrow
problem. These solutions can be used in other IBC schemes|kas the proposed KM-

SR integrated framework.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

Security of MANETS is still a challenging problem due to sfiedeatures of MANETS
discussed in Section 2.2. This thesis reviews requirenargdsolutions of this problem.
Traditional cryptographic solutions use either symmetnicasymmetric cryptography.
Both of them have many limitations when used in MANETS. ldgrtased Cryptog-
raphy, as a new asymmetric cryptography technology, hay mdvantages when con-
sidered in the context of a MANET, and is the most promisirgpt®logy for MANET
security (Section 2.3). Concentrated on IBC solutionss tesearch studies existing
applications of IBC in MANETS, and points out issues of appdythis technology to
MANET security (Chapter 3). The biggest issue preventirgséhsolutions from being
used in practical applications is the interdependencyedyetween secure routing and se-
curity services, for instance key management. Other igsgksle using IBC in the same
way as traditional CBC and disabling advantages of IBC,dunsgy of key generation
process, vulnerability to Sybil attacks, mobile attackexpmity-caused insecurity etc.

In light of such issues, a novel KM-SR integrated framewarkMIANET security is
proposed in this thesis (Chapter 4). The proposed frameaadkesses key management
and secure routing interdependency cycle problems of IB&s ffamework brings these
contributions: compared to symmetric key solutions, it hame functionality derived
from asymmetric keys, and is more secure due to usingrk-Hweadcasting key instead of
only 1 group broadcasting key, and has less keys to storeplerdue to using asymmetric
keys instead of pairwise symmetric keys; compared to CBd@tisols, the storage and
communication requirements are lower due to IBC properties\pared to previous IBC
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solutions, it has no KM-SR interdependency cycle problend i& immune to insider
attacks and mobile attacks and many other routing attacks.

We implemented the framework and simulated it in NS-2. Sanoh results show
that performance of the framework is comparable to, or belian, existing schemes
(Chapter 6).

We prove the security of the encryption/signature schened usthe framework in
the random oracle model (Chapter 5). Based on the securitiyeo§cheme, these se-
curity features of the framework are ensured: confidetyjalntegrity, authentication,
freshness, and non-repudiation. These security featengsthe framework capability to
defend against most known attacks on network layers, suspaging and Sybil attacks,
eavesdropping and traffic analysis, modifying routing gasketc. With some extra en-
hancements, the framework can counter some other attaoiis,as record and replay
attacks, wormhole attacks, blackhole attacks, and motideles.

IBC itself has some limitations and weaknesses, such asd@pw, key revocation
difficulty, and identity disclosure. We propose solutioastdress these limitations and
weaknesses in this framework (Chapter 7).

The result of this work presents a feasible security sofutiaa wide range of MANETS
where there is an administrator that generates and ditslitial system parameters to
all nodes, and the administrator can authenticate theitgl@ita node and assign initial
private key to it. Basically this includes all MANETs whei®Q is applicable, with an
extra requirement—a controlled deployment phase. Exagl¢his type of MANETS
include but are not limited to: sensor networks, wearablamaer systems in military,
public safety networks, and emergency and disaster resanest

8.2 Limitations and Future Work

The framework provides a security solution for MANETs mgioh network layer, on the
assumption that link/physical layer security are alreadyided. If that is not the case,
the framework may fail to work. Security on transport layed application layer is not
considered in this framework. This means that while seaouéng assures secure appli-
cations to run in the network, malicious applications cao @&njoy this service without
any penalty. Security on application layer needs to be demsd on a per-application
basis, and network layer security does not provide any helhis.

We notice that the framework is not immune to denial-of-s@nattacks and selfish-
ness-ofinside-noedes; These availability related issuesotdoe addressed with a crypto-
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graphic solution, but need a monitoring and accusatioregyst he framework provides
a solid bedrock for this system, but itself does not implenties functionality.

Identity-based cryptography itself is under continuingdst and development. On
the one hand, algorithms and implementations of highernefity and security level are
being developed; while on the other hand, security flaws amegbdiscovered—some
of them are fixed and some others remain open. The selectionreés on which IBC
is implemented is very subtle and critical to efficiency aeduwsity. There are some
controversial discussions on the security of this cryppdy, and it is not yet widely
accepted. We need to keep track of the latest developmelB€in

We intend to consider these topics as future work in our rekea
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